Path-integral representation for quantum spin models: Application to the quantum cavity method and Monte Carlo simulations
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The cavity method is a well-established technique for solving classical spin models on sparse random graphs (mean-field models with finite connectivity). Laumann et al. [Phys. Rev. B 78, 134424 (2008)] proposed recently an extension of this method to quantum spin-1/2 models in a transverse field, using a discretized Suzuki-Trotter imaginary-time formalism. Here we show how to take analytically the continuous imaginary-time limit. Our main technical contribution is an explicit procedure to generate the spin trajectories in a path-integral representation of the imaginary-time dynamics. As a side result we also show how this procedure can be used in simple heat bath Monte Carlo simulations of generic quantum spin models. The replica symmetric continuous-time quantum cavity method is formulated for a wide class of models and applied as a simple example on the Bethe lattice ferromagnet in a transverse field. The results of the methods are confronted with various approximation schemes in this particular case. On this system we performed quantum Monte Carlo simulations that confirm the exactness of the cavity method in the thermodynamic limit.
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I. INTRODUCTION

Mean-field approximations are often useful first steps to unveil the physical content of realistic models. This is all the more true when exact solutions are probably impossible to obtain in the finite-dimensional setting, in particular when quenched disorder and/or quantum effects have to be taken into account, as for instance in the case of Anderson localization. Another example is dynamical mean-field theory, which has been a very fertile approach to the problem of strongly correlated fermions. It can be sometimes preferable to study mean-field theories not by making an approximation to a finite-dimensional model but rather by formulating a model which is mean field by nature, as this allows in particular to state the results in a mathematically clearer way. The simplest of such examples is the Curie-Weiss model of ferromagnetism, in which \( N \) classical Ising spins all interact attractively with each other, with a coupling-constant scaling inversely with the size of the system to ensure a well-defined thermodynamic limit. The equivalent for quenched disordered systems is the Sherrington-Kirkpatrick model of a spin glass, where again all spins interact weakly with each other, yet with coupling constants of random signs.

The mean-field character of the above mentioned models arises from their infinite connectivity (in the thermodynamic limit). There exists however another class of models, which are still mean field yet keep a finite connectivity, each of the degrees of freedom they possess interacting only with a finite (with respect to \( N \)) number of neighbors. For ferromagnetic models they can be obtained by the Cayley tree construction, where one draws an infinite regular tree and studies the magnetization of the root site. Cayley tree models have however pathological surface effects, and the theory of finitely connected mean-field frustrated systems is better defined on random graphs, of fixed or fluctuating connectivity. Classical models of spins on such random structures have been the subject of extensive study in the last decade. These works were motivated on the one hand by their somehow more physically realistic features, namely, the finite connectivity, and also because of their strong relationship with issues originating from computer science, namely, the understanding of phase transitions in random constraint satisfaction problems. Finite-connectivity models are technically much more involved than their fully connected counterparts. The replica method that has been first developed to solve the Sherrington-Kirkpatrick model becomes less practical in this setting, and the alternative cavity method turned out to be more useful.

The interplay between quenched disorder and quantum fluctuations can lead to a very rich phenomenology, and in particular the properties of the glass phase found at low temperatures in classical models can be qualitatively modified when a transverse field acts on the system. More generally the issue of the nature of the quantum phase transitions at zero temperature in presence of disorder is a very rich one. In the context of mean-field theory this point has been mainly studied in fully connected models, with a few exceptions that appeared in the last year. In a very interesting contribution Laumann et al. made a first step in...
extending the cavity method to quantum spin models in a transverse field, and in this paper we shall develop further this idea by solving a discretization problem which plagued their proposal. Let us also mention here the work of Knyst and Smelyanskiy, who developed a similar approach in the framework of the so-called static approximation. The motivation for this line of work is twofold. On the one hand one can expect an even richer physical behavior of finitely connected quantum models with respect to the fully connected ones. The possible fluctuations in the local geometry and some notion of distance which was absent in fully connected models open the way to a more complex phenomenology. On the other hand one can aim at a better understanding of some issues of quantum computing and in particular on the use of quantum annealing (or adiabatic algorithm) to solve random constraint satisfaction problems. These quantum algorithms do indeed rely on the application of a transverse field on spin models that have been extensively studied at the classical level with the cavity method. Computing the location and nature of the phase transitions encountered along the annealing path (as the transverse field is progressively turned off) might give some information on the behavior of these quantum algorithms themselves.

The remaining of the paper is organized as follows. In Sec. II we recall the Suzuki-Trotter approach to spin-1/2 models in a transverse field and develop our main technical contribution in Sec. II B, where we show how to actually build the spin trajectories of the path-integral representation of the imaginary-time evolution operator. Section III is then devoted to the study of a very simple example of finitely connected quantum model, namely, the Bethe lattice ferromagnet. We first explain the continuous-time quantum cavity treatment of this model before presenting the results of the method and confronting them with some approximate approaches. In Sec. IV we present numerical results of Monte Carlo simulations we performed for this model and show how the computations of Sec. II B can be turned in a simple and versatile quantum Monte Carlo method. The generic formalism of the quantum cavity method is developed in Sec. V; we hope this order of presentation and the inclusion of a fully worked-out example before the general case will ease the reading of this work. We finally draw our conclusions and put forward perspectives for future work in Sec. VI. Some technical details are deferred to a series of appendixes.

II. PATH-INTEGRAL REPRESENTATION FOR SPIN-1/2 MODELS

A. Spin models in a transverse field: Suzuki-Trotter formalism

Let us consider the Hilbert space spanned by the orthonormal basis of $2^N$ kets $|\sigma\rangle$, where $\sigma=(\sigma_1, \ldots, \sigma_N)$ denotes a configuration of $N$ Ising spins, $\sigma_i = \pm 1$. This space can be viewed as the tensorial product of $N$ spin 1/2, with operators $\sigma_i^x$ and $\sigma_i^y$, whose action on the base vectors is defined by

$$\sigma_i^x|\sigma\rangle = |\sigma_1, \ldots, \sigma_{i-1}, -\sigma_i, \sigma_{i+1}, \ldots, \sigma_N\rangle.$$  \hspace{1cm} (1)

From a classical energy function of $N$ Ising spins, $E(\sigma_1, \ldots, \sigma_N)$, one can construct an operator $\hat{H} = E(\sigma_1, \ldots, \sigma_N)$, diagonal in the $|\sigma\rangle$ basis. The Hamiltonian operators investigated in this paper are obtained from such a classical energy by the addition of a transverse field,

$$\hat{H} = \hat{E} - B \sum_{i=1}^{N} \sigma_i^z, \quad \text{with } B \equiv 0.$$ \hspace{1cm} (2)

Our goal is then to compute the quantum statistical-mechanics properties at inverse temperature $\beta$, i.e., the partition function $Z$ and the average of observables (operators) $\hat{O}$, defined by

$$Z = \text{Tr}(e^{-\beta \hat{H}}), \quad \langle \hat{O} \rangle = \frac{\text{Tr}(\hat{O} e^{-\beta \hat{H}})}{\text{Tr}(e^{-\beta \hat{H}})}.$$ \hspace{1cm} (3)

A well-known way of tackling such problems is to transform them into an extended Ising model by using the Suzuki-Trotter formula, as summarized in the following lines:

\[
Z = \text{Tr} \left\{ \exp \left( -\frac{\beta}{N_s} \hat{H} + \frac{\beta}{N_s} B \sum_{i=1}^{N} \sigma_i^z \right) \right\}^{N_s} \\
= \lim_{N_s \to \infty} \text{Tr} \left\{ \exp \left( -\frac{\beta}{N_s} \hat{E} \right) \exp \left( \frac{\beta}{N_s} B \sum_{i=1}^{N} \sigma_i^z \right) \right\}^{N_s} \\
= \lim_{N_s \to \infty} \sum_{\sigma} \prod_{\alpha=1}^{N_s} \langle \sigma^\alpha | \exp \left( -\frac{\beta}{N_s} \hat{E} \right) \exp \left( \frac{\beta}{N_s} B \sum_{i=1}^{N} \sigma_i^z \right) | \sigma^{\alpha+1} \rangle \\
= \lim_{N_s \to \infty} \sum_{\sigma} \prod_{\alpha=1}^{N_s} \exp \left( -\frac{\beta}{N_s} E(\sigma^\alpha) \right) \prod_{i,\alpha} \langle \sigma_i^\alpha | \exp \left( \frac{\beta}{N_s} B \sigma_i \right) | \sigma_i^{\alpha+1} \rangle. \hspace{1cm} (4)
\]
In the two last lines \( q^{N_t + 1} = \sigma^i \). For a finite value of the number of Suzuki-Trotter “slices” \( N_t \), the problem has thus become one of \( N \times N \) Ising spins, each of the \( \sigma_i \) being promoted to a ring \((\sigma_1, \ldots, \sigma_N)\) with nearest-neighbor ferromagnetic interactions along the “discrete imaginary-time” \( \alpha \) axis (with periodic boundary conditions). The original interaction \( E \) acts identically and independently on each of the configurations \( \sigma^a \). For notational convenience we shall use bold symbols for quantities that depend on the slice \( \alpha \), for instance, \( \sigma = (\sigma_1, \ldots, \sigma_N) \) is the configuration of the ring of Ising spins at site \( i \) and \( \sigma = (\sigma_1^\alpha, \ldots, \sigma_N^\alpha) \) is the full configuration of the \( N \times N \) spins. We can thus introduce a probability measure on the \( N \times N \) Ising spins,

\[
\mu(\sigma) = \frac{1}{Z_N} e^{-\beta E(\sigma)} \prod_{i=1}^N w(\sigma_i),
\]

which is the normalization constant \( Z_N \) reduces to the partition function \( Z \) in the \( N_t \to \infty \) limit (in the following we shall sometimes keep implicit the dependence on \( N_t \)). To write in a compact way this last equation we have defined,

\[
\bar{E}(\sigma) = \frac{1}{N} \sum_{\alpha=1}^{N_t} E(\sigma^\alpha),
\]

the average of independent copies of the classical energy on the various slices and,

\[
w(\sigma) = \prod_{\alpha=1}^{N_t} \langle \sigma^\alpha | e^{(\beta N_t)H} | \sigma^{\alpha+1} \rangle = \prod_{\alpha=1}^{N_t} \left[ \cosh \left( \frac{\beta B N_t}{N_s} \right) \delta_{\sigma^\alpha, \sigma^{\alpha+1}} + \sinh \left( \frac{\beta B N_t}{N_s} \right) \delta_{\sigma^\alpha, -\sigma^{\alpha+1}} \right],
\]

the ferromagnetic interaction along the imaginary-time axis induced by the transverse field (we use \( q^{N_t + 1} = \sigma^i \)). One can easily show that the average value of observables can be obtained in this formalism as

\[
\langle \hat{O} \rangle = \sum_{\sigma} \mu(\sigma) \langle \sigma^\alpha | \hat{O} e^{(\beta N_t)H} | \sigma^{\alpha+1} \rangle / \langle \sigma^\alpha | e^{(\beta N_t)H} | \sigma^{\alpha+1} \rangle,
\]

where the slice number \( \alpha \) is here arbitrary, thanks to the cyclic invariance around the discrete imaginary-time axis. This can be simplified further for observables \( \hat{O} \) diagonal in the \( \{ | \sigma^n \rangle \} \) basis, i.e., that can be written as \( \hat{O}(\sigma_1^\alpha, \ldots, \sigma_N^\alpha) \),

\[
\langle \hat{O} \rangle = \sum_{\sigma} \mu(\sigma) O(\sigma^n) = \sum_{\sigma} \mu(\sigma) \frac{1}{N} \sum_{\alpha=1}^{N_t} O(\sigma^\alpha).
\]

A non-diagonal observable we shall study in the following is the transverse magnetization \( \langle \sigma_i^\alpha \rangle \) (written here for an arbitrary site \( i \)), which can be computed as

\[
\langle \sigma_i^\alpha \rangle = \sum_{\sigma} \mu(\sigma) \frac{1}{N} \sum_{\alpha=1}^{N_t} \langle \sigma^\alpha | \sigma_i^\alpha e^{(\beta N_t)B\sigma_i^\alpha} | \sigma^{\alpha+1} \rangle / \langle \sigma^\alpha | e^{(\beta N_t)B\sigma_i^\alpha} | \sigma^{\alpha+1} \rangle = \sum_{\sigma} \mu(\sigma) \frac{1}{N} \sum_{\alpha=1}^{N_t} \left[ \tanh \left( \frac{\beta B N_t}{N_s} \right) \right]^N \sigma_i^{\alpha+1}.
\]
The path-integral representation of this propagator reads

\[
W(\sigma \rightarrow \sigma', h, \lambda) = \left\{
\begin{array}{ll}
\cosh(\lambda B^2 + h^2) + \sigma \frac{h}{B^2 + h^2} \sinh(\lambda B^2 + h^2) & \text{if } \sigma = \sigma' \\
\frac{B}{\sqrt{B^2 + h^2}} \sinh(\lambda B^2 + h^2) & \text{if } \sigma = -\sigma'.
\end{array}
\right.
\]

(12)

The path-integral representation of this propagator reads\(^{30,38}\)

\[
W(\sigma \rightarrow \sigma, h, \lambda)
= \sum_{n=0}^{\infty} B^{2n} \int_{t_1}^{\lambda} dt_1 \int_{t_1}^{\lambda} dt_2 \cdots \int_{t_{2n-1}}^{\lambda} dt_{2n} \exp[\sigma h(2t_1 - 2t_2 + \cdots - 2t_{2n} + \lambda)],
\]

(13)

\[
W(\sigma \rightarrow -\sigma, h, \lambda)
= \sum_{n=0}^{\infty} B^{2n+1} \int_{t_1}^{\lambda} dt_1 \int_{t_1}^{\lambda} dt_2 \cdots \int_{t_{2n+1}}^{\lambda} dt_{2n+1} \exp[\sigma h(2t_1 - 2t_2 + \cdots + 2t_{2n+1} - \lambda)].
\]

(14)

Each term of these expressions corresponds to a spin trajectory that changes value at times \(t_1 < t_2 < \cdots\); it is weighted by a factor \(B\) raised to the number of such discontinuities and by \(\exp[h\int_0^\lambda \sigma(t) dt]\). A spin trajectory with identical (opposite) initial and final values has to jump an even (odd) number of times. There are two ways to convince oneself of the correctness of this result. Applying the Suzuki-Trotter formalism to this single spin problem leads to a weight in the \(N_i \rightarrow \infty\) limit.\(^{40}\) Alternatively one can notice that Eqs. (13) and (14) coincide with Eq. (12) at \(\lambda=0\) and that they obey the same set of first-order linear differential equations,

\[
\frac{\partial}{\partial \lambda} W(\sigma \rightarrow \sigma', h, \lambda) = \sigma' h W(\sigma \rightarrow \sigma', h, \lambda) + B W(\sigma \rightarrow -\sigma', h, \lambda),
\]

(15)

which implies that they coincide for all values of \(\lambda\).

2. Generating trajectories for a constant longitudinal field

The above expressions (13) and (14) can be interpreted as the normalizing constants of probability measures on the set of piecewise constant functions from \(t \in [0, \lambda]\) to \([-1, +1]\), conditioned on their initial \([\sigma(t=0)]\) and final \([\sigma(t=\lambda)]\) values. More explicitly, for instance, for \(\sigma(t=0)=\sigma(t=\lambda)=\sigma\), the probability of a trajectory with 2n flips at times in the infinitesimal intervals \([t_j, t_j+dt_j]\), with \(t_1 < \cdots < t_{2n}\), is defined to be

\[
\frac{1}{W(\sigma \rightarrow \sigma, h, \lambda)} B^{2n} e^{\sigma h(2t_1-2t_2+\cdots-2t_{2n}+\lambda)} dt_1 \cdots dt_{2n}.
\]

(16)

Our goal is now to construct a procedure for actually sampling from these probability measures, which is constructing spin trajectories according to these weights. We shall do this by exploiting the following two identities:

\[
W(\sigma \rightarrow \sigma, h, \lambda) = e^{\sigma h} + B \int_0^\lambda du e^{\sigma h} W(\sigma \rightarrow \sigma, h, \lambda - u),
\]

(17)

\[
W(\sigma \rightarrow -\sigma, h, \lambda) = B \int_0^\lambda du e^{\sigma h} W(\sigma \rightarrow -\sigma, h, \lambda - u).
\]

(18)

The path-integral interpretation of these relations, more easily conveyed by the drawing of Fig. 1, is as follows. For the first one, it means that a spin trajectory starting and ending at the same value \(\sigma(t=0)=\sigma(t=\lambda)=\sigma\) is either constant on the whole time interval or made of a constant part up to time \(u\), followed by a jump to \(-\sigma\) and a second part of the trajectory representative of \(W(-\sigma \rightarrow -\sigma, h, \lambda - u)\). Similarly the second one expresses the necessity for a trajectory from \(\sigma\) to \(-\sigma\) to have at least one discontinuity at a given time \(u\), followed by a trajectory accounting for \(W(-\sigma \rightarrow -\sigma, h, \lambda - u)\). These equalities can be proven either from the path-integral representation of Eqs. (13) and (14) or from the explicit expressions of \(W\) given in Eq. (12). As a consequence of Eqs. (17) and (18) one obtains the following recursive procedure to draw a spin trajectory for a constant longitudinal field on a time interval of length \(\lambda\), constrained to \(\sigma(t=0)=\sigma, \sigma(t=\lambda)=\sigma'\):

(i) If \(\sigma=\sigma'\), draw a random variable \(u \in [0, \lambda]\) with density proportional to \(e^{\sigma h} W(-\sigma \rightarrow -\sigma, h, \lambda - u)\) [see below in Eq. (19) for some details on how to perform this step], set \(\sigma(t)=\sigma\) up to time \(u\), and call the same procedure to generate a trajectory from \(-\sigma\) to \(-\sigma\) on the remaining interval of length \(\lambda - u\).

(ii) If \(\sigma=\sigma'\), with probability \(e^{\sigma h} W(\sigma \rightarrow -\sigma, h, \lambda - u)\), set \(\sigma(t)=\sigma\) on the whole time interval and exit the procedure; otherwise, (a) draw a random variable \(u \in [0, \lambda]\) with density proportional to \(e^{\sigma h} W(-\sigma \rightarrow -\sigma, h, \lambda - u)\), (b) set \(\sigma(t)=\sigma\) up to time \(u\), and (c) call the same procedure to generate a trajectory from \(-\sigma\) to \(\sigma\) on the remaining interval of length \(\lambda - u\).

In order to draw \(u \in [0, \lambda]\) with a density proportional to \(e^{\sigma h} W(-\sigma \rightarrow -\sigma, h, \lambda - u)\), we compute its cumulative distribution,

FIG. 1. A pictorial representation of Eqs. (17) and (18).
spin trajectory \( \sigma(t) \) on the interval \([0, \beta]\) is done as follows. The values \( \sigma_0, \ldots, \sigma_p \) of the spin at times \( t_0, \ldots, t_p \) are generated\(^{14} \) according to the probability \( \mathcal{Z}(\sigma_0, \ldots, \sigma_p|h)/\mathcal{Z}(h) \). Then for each interval \( i \in [0, p] \) a spin trajectory from \( \sigma_i \) to \( \sigma_{i+1} \) is generated according to the procedure of Sec. II B 2, the longitudinal field being constantly equal to \( h(i) \) on this interval of time. Finally the \( p + 1 \) trajectories are concatenated to obtain the full trajectory from \( t = 0 \) to \( t = \beta \).

Let us emphasize that the path-integral representation of the imaginary-time evolution is well known in the literature\(^{30-35} \) however we could not find in previous works such an explicit sampling procedure for generating the spin trajectories. Actually, as far as we know, all continuous-time quantum Monte Carlo algorithms\(^{36-39} \) do not proceed in a heat-bath way (i.e., by generating “from scratch” a new spin trajectory conditioned on the local effective field) but rather construct the spin update using the current configuration itself.

### III. QUANTUM BETHE LATTICE FERROMAGNET

The remainder of this paper will be devoted to the study of the simplest of the finitely connected models that can be handled by the quantum cavity method, namely, the transverse field quantum spin-1/2 ferromagnet on the Bethe lattice (more precisely on a random regular graph). The physical properties of such a model are very intuitive: at low temperature and transverse field the model is ferromagnetically ordered, with a positive spontaneous longitudinal magnetization. Thermal (increasing \( T \)) or quantum (increasing \( B \)) fluctuations destroy this order outside a region delimited by a critical line in the \((B, T)\) plane, which ends up in a quantum critical point at zero temperature.

An even simpler model displaying these features is the (fully connected) quantum Curie-Weiss model, whose solution we recall in Appendix A. Both of them are of a mean-field nature and should share most of their qualitative properties, yet the Bethe lattice model is quantitatively different and technically more involved because of its finite connectivity.

#### A. Quantum cavity method treatment

The quantum Bethe lattice ferromagnet is defined by the Hamiltonian

\[
\hat{H} = -\sum_{i<j} \sigma_i^z \sigma_j^z - B \sum_{i=1}^{N} \sigma_i^z,
\]

where the first sum runs over the edges of a random \( l+1 \)-regular graph of \( N \) vertices.\(^{42} \) This means that the graph of interactions is uniformly chosen among all graphs on \( N \) vertices for which each vertex has the same number \( l+1 \) of neighbors. These graphs have the good properties to realize finite-size Bethe lattices: the set of vertices at distance\(^{43} \) smaller than a given cutoff \( d \) from an arbitrarily chosen vertex is, with a probability which goes to one when \( N \) diverges with \( d \) held fixed, a regular tree of connectivity \( l+1 \). On the other hand such a graph has no surface, contrarily to the
usual Cayley tree, and the problem of the boundary conditions for frustrated models (that will be encompassed by the generic treatment of Sec. V) is absent with such a definition.

The hypotheses of the cavity method are more simply explained assuming first that the graph of interactions is actually a finite tree and that the quantum aspects of the problem have been handled by a finite number $N_s$ of Suzuki-Trotter slices. In such a case it is easy to solve the model exactly by taking benefit of the natural recursive structure of a tree: one breaks the graph of interaction into subtrees that are then glued together. Let us explain this with more precise formulas, defining $\mu_{i\rightarrow j}(\sigma_j)$ as the probability law of the configuration of the ring $\sigma_j$ when the interaction with its neighbor $j$ has been removed from the graph. If we denote by $\partial i$ the set of vertex neighbors of $i$, the recurrence equations for these distributions are

$$
\mu_{i\rightarrow j}(\sigma_j) = \frac{1}{z_{i\rightarrow j}} w(\sigma_j) \prod_{k \in \partial i} \mu_{k\rightarrow i}(\sigma_k) e^{\beta a_{ij} \sigma_i \sigma_j},
$$

where $z_{i\rightarrow j}$ is a normalization constant, and we introduced for two arbitrary imaginary-time dependent quantities $a \cdot b = \sum_{\sigma} a_{\sigma} b_{\sigma}/N_s$. A graphical representation of this equation is given in Fig. 3 in the case $l=2$. Site $i$ has then two neighbors, $k_1$ and $k_2$. The distributions $\mu_{k_1\rightarrow i}(\sigma)$ encode the effect on $k_1,2$ of the part of the tree that does not involve $i$; this is represented by the dashed line in Fig. 3. In absence of site $i$ sites $k_1$ and $k_2$ are decoupled (as we assume the graph to be a tree there are no paths between $k_1$ and $k_2$ that do not go across $i$) and hence independent. Therefore the distribution of $\sigma_j$ in absence of site $j$ is given by Eq. (23). A proof of such recursion equations and a discussion of the connections with the Bethe-Peierls approximation and the belief propagation algorithm can be found in Refs. 44 and 45.

On a given tree this set of equations (one for each directed edge of the graph) has a unique solution, which is a set of “messages” $\mu_{i\rightarrow j}$, that can be efficiently determined by sweeping the edges from the leaves toward the center of the tree. From them all the relevant thermodynamic quantities can be computed. For instance, the probability law of the configuration of the ring $\sigma_i$ in the complete tree is given in terms of the messages sent by its neighbors,

$$
\mu(\sigma_i) = \frac{1}{z_{i}} w(\sigma_i) \prod_{k \in \partial i} \mu_{k\rightarrow i}(\sigma_k) e^{\beta a_{ij} \sigma_i \sigma_j},
$$

with $z_{i}$ as a normalization constant, while the joint law for two neighboring sites $i$ and $j$ reads

$$
\mu(\sigma_i, \sigma_j) = \frac{1}{z_{i\rightarrow j}} \mu_{i\rightarrow j}(\sigma_j) \mu_{j\rightarrow i}(\sigma_i) e^{\beta a_{ij} \sigma_i \sigma_j}.
$$

Moreover the free energy per site $f$ can be expressed in terms of the normalization constants of these laws,

$$
-\beta f = \frac{1}{N} \ln Z = \frac{1}{N} \sum_{i=1}^{N} \ln z_i - \frac{1}{N} \sum_{i<j} \ln z_{i\rightarrow j},
$$

where the second sum runs over the (undirected) edges of the tree.

The above derivation was exact because we assumed the graph of interactions to be a tree. The scope of the cavity method is to extend these results to random graphs which are only locally treelike in the precise sense explained above. In its simplest version, called replica symmetric for historical reasons, one assumes the existence of a single pure state in the configuration space of the random graph model. This implies a decay of correlations at large distance in the graph; hence the effect of the long loops neglected in the tree derivation amounts to create a self-consistent boundary condition which traduces the absence of a surface in the random graph. As in the present model all sites have the same neighborhood (there is no fluctuation neither in the connectivity nor in the intensity of the interaction couplings), one has to look for a solution of Eq. (23) where the messages $\mu_{i\rightarrow j}$ are all equal to a single law, which we shall denote in the following $\eta(\sigma)$, which is seen from Eq. (23) to satisfy

$$
\eta(\sigma) = \frac{1}{z_{i}} w(\sigma) \left( \sum_{\sigma'} \eta(\sigma') e^{\beta a_{ij} \sigma \sigma'} \right)^l.
$$

The assumption on the unicity of the pure state can fail for two kinds of reasons. In ferromagnetic models, as the one considered now, there is an ordered phase at low temperature and transverse field in which two pure states coexist because of the up/down symmetry of the model. This is not a serious limitation of the method; in the following it will be kept understood that an infinitesimal longitudinal field is applied to the system in order to select one of the two pure states. In fact, the exactness of the cavity method for classical ferromagnetic models on random graphs has been recently proven rigorously. A much more serious problem, which shall not be discussed in this paper, arises in frustrated models when an exponential number of pure states proliferate at low temperatures; the replica-symmetry-breaking version of the cavity method is then required to solve the problem.

Let us first write the solution of Eq. (27) in the classical situation for $B=0$. In such a case the weight $w$ forces all spins along the ring to take the same value, hence

$$
\eta(\sigma) = \frac{1 + \tanh(\beta h)}{2} \left( \prod_{a=1}^{N_s} \delta_{\sigma_a,1} \right) + \frac{1 - \tanh(\beta h)}{2} \left( \prod_{a=1}^{N_s} \delta_{\sigma_a,1} \right),
$$

where $h$ is solution of

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig3.png}
\caption{A pictorial representation of Eq. (23).}
\end{figure}
The classical model thus exhibits a continuous paramagnetic to ferromagnetic transition when the inverse temperature $\beta$ crosses its critical value, $\beta_c = \tanh(1/l)$.

We now come back to the general $B$ case and rewrite explicitly the cavity method prediction for the free energy per site, which is obtained from Eq. (26) by substituting $\mu_{ij} = \eta$.

$$h = \frac{l}{\beta} \arctanh[\tanh(\beta)\tanh(\beta h)]. \tag{29}$$

Note that expression (29) is variational in the sense that its derivative with respect to $\eta$ vanishes on the solution of Eq. (27).

### B. Convenient representation of $\eta(\sigma)$

We turn now to the problem of the determination of the probability law $\eta(\sigma)$ solution of Eq. (27). As this is a law on the probability of $N_s$ Ising spins, its complete characterization should involve $2^{N_s}$ real numbers. Such a direct representation becomes very very impossible to handle when $N_s$ grows and in particular in the continuous-time limit $N_s \to \infty$. We shall however see that an alternative representation allows us to bypass this difficulty. First we define a probability law $p(\sigma|h)$ on the configurations of a ring of spins $\sigma$ by

$$p(\sigma|h) = \frac{1}{Z(h)}w(\sigma)e^{\beta x_h h}, \quad Z(h) = \sum_{\sigma} w(\sigma)e^{\beta x_h h}, \tag{32}$$

where $Z(h)$ ensures the normalization of $p(\sigma|h)$. These definitions allow us to rewrite Eq. (27) as

$$\eta(\sigma) = \sum_{\sigma_1, \ldots, \sigma_i} \eta(\sigma_1) \cdots \eta(\sigma_i)p(\sigma_i|\sigma_1 + \cdots + \sigma_i) \times \frac{Z(\sigma_1 + \cdots + \sigma_i)}{z_i}. \tag{33}$$

Suppose now that one has an estimation of $\eta(\sigma)$ given by a representative weighted sample of $N_{\text{tra}}$ elements $\{\sigma\}_i$, which is such that the weights $a_i$ add up to one. A new estimation of $\eta$ (i.e., a new set of configurations $\sigma'_i$ and weights $a'_i$) can then be obtained by plugging this estimation in the left-hand side of Eq. (33), which leads to the following procedure. To generate each of the new $N_{\text{tra}}$ representants of $\eta$, one repeats in an independent way the following steps: (i) draw independently $l$ integers $i_1, \ldots, i_l$ in $[1,N_{\text{tra}}]$ with probability $a_i$; (ii) set $h = \sigma_{i_1} + \cdots + \sigma_{i_l}$; and (iii) generate a configuration $\sigma'_i$ according to the law $p(\sigma|h)$ and set $a'_i = Z(h)$.

Once the $N_{\text{tra}}$ new elements have been generated one just has to multiply the weights $a'_i$ by a global normalization factor, and the new estimates can be again plugged in the right-hand side of Eq. (33) to approach its fixed-point solution.

At this point the continuous-time limit $N_s \to \infty$ can be taken without any difficulty of principle: as long as $\beta$ is finite the spin trajectories have only a finite number of discontinuities and can then be easily encoded with a finite set of reals corresponding to the time they change values. Moreover one can easily show that in this limit drawing a spin trajectory from the law $p(\sigma|h)$ corresponds exactly to the procedure we defined in Sec. II B [we show explicitly this correspondence for the normalization $Z(\sigma)$ in Appendix B].

This representation of the probability law $\eta(\sigma)$ by a sample of representative elements is a widespread technique in the field of disordered systems.\textsuperscript{16} We warn however the reader accustomed to the classical cavity method that we did not use it exactly in the usual way as the classical equivalent of $\eta(\sigma)$ is a single real number, not a probability law.

Before closing this section let us discuss the computation of the physical observables in the continuous limit, taking as representative examples the longitudinal and transverse magnetizations. These can be obtained by taking the $N_s \to \infty$ limit of formulas (9) and (10), which yields

$$m_z = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \langle \sigma_i \rangle = \sum_{\sigma} \mu(\sigma) \frac{1}{\beta} \int_0^\beta dt \sigma(t), \tag{35}$$

$$m_x = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \langle \sigma_i \rangle = \sum_{\sigma} \mu(\sigma) \frac{1}{\beta} \int_0^\beta \frac{i}{2} \sigma(t),$$

where in the right-hand side $\mu(\sigma)$ is to be computed from Eq. (31), the sums over $\sigma$ are understood as sums over continuous-time trajectories, and we have defined $j(\sigma)$ as the number of discontinuities of $\sigma(t)$ on the interval $[0,\beta]$.

### C. Continuous-time results

We present now numerical results for $l=2$; the behavior is qualitatively the same for any $l$. We followed the method of resolution presented above using $N_{\text{tra}} = 10^4$ trajectories. For a fixed temperature, we initialized the population at $B=0$; then each trajectory is constant and its value is chosen in such a way that the average magnetization is equal to the classical magnetization that can be obtained from the solution of Eq.
with the value determined in Ref.24. The scaling of Krzakala et al. for the transverse field \( T \) at a critical value temperatures, the system undergoes a continuous phase transition by the jump in the derivative of \( B_c \) for three different temperatures close to \( B_c \) is a difficult numerical task due to critical fluctuations.

The dashed line is a fit to \( \ln N_s \) vs. \( B \) and serves as a guide for the eyes.

In this way we select one of the two possible ferromagnetic states, which we can follow by increasing gradually the transverse field. We increased \( B \) with a step \( dB=10^{-2} \) and for each step we let the population equilibrate for \( 10^2 \) iterations and averaged the observables over \( 10^3 \) subsequent steps. We checked that the weights \( a_i \) defined in Eq. (34) remain quite uniformly distributed over the population at all investigated temperatures and transverse fields.

In Fig. 4 we plot the magnetizations \( m_z \) and \( m_x \) as functions of the transverse field \( B \) for three different temperatures \( T<T_c(B=0)=\frac{1}{2}\arctanh(1/2)=1.820\cdots \). At these low temperatures, the system undergoes a continuous phase transition at a critical value \( B_c(T) \) of the transverse field. The transition is characterized by the vanishing of \( m_z \) and by a jump in the derivative of \( m_z \). Unfortunately obtaining reliable values of \( m_z \) close to \( B_c \) is a difficult numerical task due to critical fluctuations that cause strong finite-size effects in the size of the population \( N_{\text{res}} \). Therefore we located the transition by the jump in the derivative of \( m_z \); we fitted \( m_z \) by linear laws close to \( B_c \) from above and below and determined their intersection.

The resulting phase diagram is reported in Fig. 5. We found that for \( T\leq 0.3 \) the temperature dependence of all observables is very weak and \( B_c \approx 2.323 \), which is a reliable estimate for the \( T\to 0 \) limit and is in excellent agreement with the value determined in Ref. 24. The scaling of \( B_c \) for \( T\to 0 \) is compatible with the essential singularity that is found in the Curie-Weiss model [see Appendix A and in particular Eq. (A8)]. The very weak (practically unobservable) temperature dependence of the free energy below \( T = 0.3 \) makes us confident that the entropic term is negligible at these low temperatures and the free energy for \( T=0.1 \), plotted in Fig. 6, is representative of the ground-state energy \( e_{GS} \). The latter has a weak singularity (discontinuity of the second derivative) at \( B_c \), which is not observable with our numerical precision but is easily observed by a direct computation of \( m_z=-\frac{de_{GS}}{dB} \) (see Fig. 4).

Overall, our results are in very good quantitative agreement with the ones obtained at \( T=0 \) in Ref. 24 by a matrix product state description, except for the value of the exponent \( \beta \) characterizing the vanishing of the magnetization close to \( B_c \). \( m_z=-(B_c-B)^\beta \). Even if we do not have very precise data close to \( B_c \) due to finite population-size effects, our data are compatible with the mean-field exponent \( \beta =0.5 \) at all investigated temperatures, while in Ref. 24 a slightly smaller value of \( \beta \approx 0.41 \) is reported at \( T=0 \). We will further comment on this discrepancy in Sec. IV C.

### D. Comparison with approximate treatments

In this section we compare the previous results with approximated solutions of Eq. (27). First we consider the finite \( N_s \) case, then we consider variational approximations to the solution.

#### 1. Resolution at finite \( N_s \)

At finite \( N_s \), the distribution \( \eta(\sigma) \) can be encoded with \( 2^{N_s}-1 \) real numbers (e.g., the probabilities of each of the \( 2^{N_s} \) configuration, with their sum constrained to be 1). Then Eq. (27) can be rewritten as a fixed-point equation for these num-

![FIG. 5. Phase diagram: the critical temperature \( T_c \) as a function of the transverse field \( B \).](image)

![FIG. 6. Free energy as a function of \( B \) for \( T=0.1 \). The curves for \( T=0.3,0.2,0.1 \) coincide within our numerical precision. Therefore we assume that this curve is representative of the ground-state energy as a function of \( B \). The asymptotic values for \( B\to 0 \) (for \( e_{GS} = 3/2 \)) and for \( B\to \infty \) (for \( e_{GS} = -B \)) are reported as dashed lines. The subleading correction for large \( B \) is \( B^{-1} \) and is not reported.](image)
The solution can be found by simple iteration (below we refer to this procedure as "exact solution") for finite \( N_s \). This method is extremely precise but computationally very heavy, as the time to solve the equation scales exponentially in \( N_s \). We are then limited to \( N_s \leq 13 \); the computation for the largest \( N_s = 13 \) took two weeks on a standard workstation, while we estimated the one for \( N_s = 14 \) to take at least two months.

Therefore, in order to study the approach to the limit \( N_s \to \infty \), we resorted to the population method described in Sec. III B. We represented \( \eta(\sigma) \) by a population of discrete time trajectories \( \sigma(t) = (\sigma_1(t), \ldots, \sigma_N(t)) \) and solved Eq. (27) by iteration following the procedure detailed in Sec. III B without taking the limit \( N_s \to \infty \). Similarly to the continuous-time case, we used \( N_{\text{trae}} = 10^5 \) and performed \( 10^2 \) iterations to achieve convergence, after which data have been collected along \( 10^3 \) time slices. The computation time is now polynomial in \( N_s \), so we can go to much larger values (at the price of numerical precision due to finite \( N_{\text{trae}} \)). Note that the continuous-time computation is much more efficient. In the discrete time case, at low \( B \) and large \( T \), the spins \( \sigma(t) \) are constant along large time intervals and the information encoded in a discrete trajectory is redundant. On the contrary, at low \( T \) and large \( B \) the method at finite \( N_s \) is obviously incorrect because of the discretization. One could think to adapt \( N_s \) in order to find the optimal value for a given \( T, B \); however this is most naturally done in the continuous-time framework where the number of spin flips is the natural variable describing a trajectory. Therefore we think that the finite \( N_s \) population method is useful only for the illustrative purposes of this section.

Data reported in this section and in Figs. 7 and 8 have been obtained by exact solution for \( N_s \leq 13 \) and by the population method for \( N_s > 13 \). We do not report detailed results for the magnetization as a function of \( B \); as expected, the agreement with the continuous-time computation is very good at high temperature and becomes poorer and poorer on lowering the temperature. We focused on two points in the phase diagram: the first at intermediate temperature \( T = 1.0 \) and \( B = 1.5 \); the second at very low temperature \( T = 0.1 \) and \( B = 1.8 \). In Fig. 7 we plot the longitudinal magnetization \( m_z \) for different values of \( N_s \). As expected, finite \( N_s \) effects are much stronger at low temperature. Note that for large \( N_s \), the leading correction is \( \propto N_s^{-2} \), as in the Curie-Weiss model (see Appendix A). For \( T = 1 \) deviations from the leading term are very small and \( N_s \approx 10 \) is enough to get a fair estimate of the true \( m_z \). On the contrary, for \( T = 0.1 \) deviations are very large and \( N_s \geq 256 \) is needed.

In Fig. 8 we report the critical temperature as a function of \( B \) for different values of \( N_s \) together with the continuous-time result. Note that in the limit of large transverse field, each of the \( N_s \) time slices becomes independent of the others. The model reduces to \( N_s \) copies of the classical system \( (B = 0) \) with a ferromagnetic coupling rescaled by \( 1/N_s \). Then in this limit the critical temperature is given by the classical one divided by \( N_s \), \( T_c(N_s, B \to \infty) = 1/(N_s \arctanh(1/1)) \). Below this temperature the system is always in the ferromagnetic phase, so that the quantum phase transition cannot be studied within this approximation.

For generic spin-\( 1/2 \) models, the finite \( N_s \) approximation might be useful in order to understand the behavior at intermediate temperatures and might also give quantitatively accurate results far from \( T = 0 \). This might be useful in cases where more complicated cavity treatments (such as the so-called one-step replica-symmetry breaking) are necessary. Still the continuous-time method appears to us preferable as it remains reliable down to very low temperatures.

### 2. Static approximation

A different strategy to obtain approximate solutions of these models is to use the variational property of Bethe free energy (30): the free energy of the model is the minimum of the free energy defined by Eq. (30) over the function \( \eta(\sigma) \) (in the classical case the correctness of this procedure has been proven in Ref. 46). Then one can propose a variational form for \( \eta(\sigma) \) and minimize the free energy with respect to the free parameters to obtain an upper bound to the true free energy of the problem.

A popular variational form is the so-called static approximation, which in our context amounts to the following ansatz for \( \eta(\sigma) \):

\[
\eta(\sigma) = \eta \left[ 1 - \frac{1}{\beta} \int_0^\beta dt \sigma(t) \right] = \eta \left[ 1 - \frac{1}{N_s} \sum_{\sigma} \sigma \right],
\]

i.e., the probability of a trajectory depends only on its average spin value along the imaginary time. This approximation has been widely used in computations based on the replica
method for fully connected models\cite{14,16,18} and has been recently applied to the random k satisfiability in a transverse field.\cite{23} The present derivation based on the cavity method gives back the same results originally derived in Ref. 23 but is simpler because the use of replicas is avoided. Here we discuss only the case of the ferromagnet on a regular graph but the equations can be easily generalized to more complicated cases where fluctuations of the couplings and/or the connectivity are present.\cite{23}

Equivalently we can rewrite the equation above as

\[
\eta(\sigma) = \int_{-\infty}^{\infty} dp h(p) \prod_{a=1}^{N_s} \left[ \frac{e^{h \sigma_a}}{2 \cosh h} \right] = \int_{-1}^{1} dp m(p) \prod_{a=1}^{N_s} \left[ \frac{1 + m a \sigma_a}{2} \right],
\]

(37)

where with a slight abuse of notation we used \( p \) for the distribution of both the effective field \( h \) and its associated magnetization \( m = \tanh h \). This expression makes evident that the assumption of the static approximation is that the spins in a trajectory are uncorrelated along the imaginary time and subject to a common field extracted from the distribution \( p(h) \).

From Eq. (37) it follows that, in the limit \( N_s \to \infty \),

\[
\sum_{\sigma'} \eta(\sigma') e^{\beta \sigma' \cdot \sigma} = \int_{-1}^{1} dp m(p) \prod_{a=1}^{N_s} \left[ \cosh \frac{\beta}{N_s} m_a + m a \sinh \frac{\beta}{N_s} \right] - \int_{-1}^{1} dp m(p) \prod_{a=1}^{N_s} e^{a \sigma_a \delta N_s},
\]

\[
\sum_{\sigma, \sigma'} \eta(\sigma) \eta(\sigma') e^{\beta \sigma' \cdot \sigma} = \int_{-1}^{1} dp dm' p(m) p(m') e^{\beta \sigma m'},
\]

\[
\sum_{\sigma} w(\sigma) \left[ \sum_{\sigma'} \eta(\sigma') e^{\beta \sigma' \cdot \sigma} \right] = \int_{-1}^{1} dp m_1 \cdots m_{t+1} p(m_1) \sum_{\sigma} w(\sigma) \exp \left[ \beta \sum_{p=1}^{t+1} m_p \left( N_s \sum_{a=1}^{N_s} \sigma_a \right) \right]
\]

\[
= \int_{-1}^{1} dp m_1 \cdots m_{t+1} p(m_1) \int_{-1}^{1} dm \exp \left( \beta m \sum_{p=1}^{t+1} m_p \right) \sum_{\sigma} w(\sigma) \delta \left( m - \frac{1}{N_s} \sum_{a=1}^{N_s} \sigma_a \right)
\]

\[
= \int_{-1}^{1} dp m_1 \cdots m_{t+1} p(m_1) \int_{-1}^{1} dm \exp \left( \beta m \sum_{p=1}^{t+1} m_p \right) w_s(m),
\]

(38)

where in the last line we defined the function

\[
w_s(m) = \sum_{\sigma} w(\sigma) \delta \left( m - \frac{1}{N_s} \sum_{a=1}^{N_s} \sigma_a \right).
\]

(39)

The following explicit expression for \( w_s(m) \) can be found in Ref. 23 (where it was called \( e^{-\beta H_0(m)} \)):

\[
w_s(m) = 1 - \frac{\beta B}{\sqrt{1 - m^2}} I_1(\beta B \sqrt{1 - m^2}) + \delta(m - 1) + \delta(m + 1),
\]

(40)

with \( I_1 \) as the modified Bessel function of the first kind. For completeness we provide a proof of this result in Appendix C. From the equations above one obtains free energy (30) as a functional of \( p(m) \), which has then to be minimized. Remarkably, the resulting expression for the free energy is equivalent to the cavity free energy for a classical system whose variables are the continuous \( m_i \in [-1, 1] \) and whose Gibbs measure is defined by

\[
\mu_s(m) = \frac{1}{Z_s} e^{-\beta H_0(m)} = \frac{1}{Z_s} \exp \left( \beta \sum_{i=j}^{m} \delta(m_1) \prod_{i=1}^{N_s} w_s(m_i) \right),
\]

(41)

i.e., it is obtained from quantum measure (5) by replacing the quantum operators by their average and the transverse field term by its average as defined in Eq. (39). The analogy with a classical system or a direct differentiation of the free energy with respect to \( p(m) \) allows us to write a cavity equation for \( p(m) \) which is the analog of Eq. (27),

\[
p(m) = \frac{1}{z_s} w_s(m) \left( \int_{-1}^{1} dp' p(m') e^{\beta \sigma m'} \right),
\]

(42)

Given the structure of \( w_s(m) \) it turns out that \( p(m) \) can be decomposed as \( a_+ \delta(m - 1) + a_- \delta(m + 1) + \tilde{p}(m) \), where \( \tilde{p} \) has its support strictly between \(-1\) and 1. We solved Eq. (42) by iteration using a discretized representation of the regular part \( \tilde{p} \) and keeping explicitly the weights \( a_\pm \). Note that at \( B = 0 \) the first term in Eq. (40) vanishes. Then \( a_\pm = 1 \pm \tanh(\beta h) / 2 \) where \( h \) is the solution of Eq. (29): the
static approximation is obviously exact in the classical case. For a given temperature \( T < T_c(B=0) \), we initialized \( p(m) \) on the classical solution and increased gradually the transverse field \( B \) at each step iterating Eq. (42) until convergence (typically after \( \sim 10^5 \) iterations with a discretization step \( dm \sim 10^{-3} \)).

Equation (42) can be further simplified in the limit \( T \to 0 \). As \( I_1(x) \sim e^x \) for large \( x \), the Dirac distributions can be neglected in Eq. (40) for any \( B > 0 \) and at the leading exponential order \( w_i(m) \sim e^{\beta H_0(m)} \). We can thus use the simplified expressions \( p(m) \sim e^{\beta(m)} \), \( z_i \sim e^{-\beta I_1} \) at this order, and hence obtain from Eq. (42)

\[
\zeta(m) = e_I + B \sqrt{1 - m^2} + l \max[m m' + \zeta(m')] ,
\]

where the normalization \( e_I \) must be determined in such a way that \( \max_m \zeta(m) = 0 \). Like Eq. (42), the latter equation can be solved iteratively. In this case a good starting guess is \( \zeta(m) = B \sqrt{1 - m^2} + h_0 m + \text{const} \), where the symmetry \( m \to -m \) is initially broken by the term \( h_0 m \) (with \( h_0 \) reasonably small) in order to select one state. Also in this case we used a discretization step \( dm \sim 10^{-3} \) and observed convergence after \( \sim 10^2 \) iterations.

The results of the static approximation are reported in Fig. 9. In the left panel we compared \( m_z \) obtained from the static approximation with the exact one obtained by the continuous-time solution of the cavity equation. As expected the approximation is very good for \( T \approx 1 \) and becomes poor close to \( T = 0 \). Still, the qualitative prediction of the static approximation remains reliable down to \( T = 0 \) even if the value of \( B ^ {\text{static}}_c(T = 0) = 3.0 \) predicted by the static approximation is different from the exact one, \( B_c(T = 0) = 2.232 \). In the right panel of Fig. 9 we show the typical shape of \( p(m) \): it is a symmetric function at large \( B \), where \( a_z = 0 \). On lowering \( B \) below \( B ^ {\text{static}}_c \), the distribution becomes asymmetric and \( a_z > 0 \) even if \( a_z \) remain very small at intermediate \( B \). On approaching \( B = 0 \), \( a_z \) grow faster and \( \tilde{p}(m) \) vanishes until the classical solution is recovered.

In summary, the static approximation is a reliable variational tool to study qualitatively the phase diagram of the system. Remarkably, it can be solved down to \( T = 0 \) (the solution at \( T = 0 \) being easier than for finite \( T \)).

IV. QUANTUM MONTE CARLO SIMULATIONS

A. Methods and algorithms

The quantum Monte Carlo method is an important tool that is widely used to study quantum statistical physics and quantum phase transitions, especially in the context of lattice models. In this section, we discuss the application of the ideas discussed in this paper to quantum Monte Carlo simulations.

1. Generic quantum heat-bath Monte Carlo scheme

The procedure we discussed in Sec. II B to generate the “continuous-time” spin configurations can be actually used directly as a continuous-time quantum heat-bath algorithm. Once the procedure that generates the new continuous-time configuration given the local-field trajectory is available, the implementation of the Monte Carlo simulation is rather straightforward: one just randomly picks a site, computes the local-field trajectory due to its neighboring spins, and generates a new imaginary-time trajectory of this spin according to the rules discussed in Sec. II B.

The advantage of this method is that one can apply it to any discrete spin models on any kind of lattice. In the case of ferromagnetic nonfrustrated interactions, there exist of course a number of algorithms that allow us to considerably speed up the simulation and this is the subject of Sec. IV A 2. However, for highly disordered and frustrated systems such as spin glasses, for instance, no such generic cluster algorithm exists even at the classical level [although interesting progresses are being made (see Refs. 48–51)] and most classical simulations rely on the Metropolis or the heat-bath algorithm and the parallel tempering technique. In the case of quantum spin glasses, to the best of our knowledge, only the usual discrete time Suzuki-Trotter decomposition has been tried. Another important case where no loop algorithm is known is the one of multispin interactions, where the problems are defined on a factor graph (see Sec. V), which is very common in the context of constraint satisfaction problems such as satisfiability or in coding theory. There is thus a clear need of an efficient generic heat-bath strategy when no cluster or loop algorithm exists, which would result in a substantial gain of simulation time.

In Fig. 10, we show the first application of our continuous-time quantum heat-bath algorithm to the case of
the ferromagnetic model on a regular random graph of connectivity 3, as studied in the rest of the present paper. The results of our algorithm converge faster, with respect to the number of Monte Carlo sweeps, to the asymptotic ones for very large samples (i.e., $N = 10^5$ spins). In the paramagnetic phase, the convergence is even faster than for the loop algorithm that will be discussed in Sec. IV A 2. The application of these ideas and methods to more complex models is an interesting direction of study.

2. Continuous-time loop algorithm

Since we are dealing with a ferromagnetic nonfrustrated model, we expect the usual cluster and loop algorithms to allow for a significant speed up of the simulation with respect to the heat-bath procedure even on random graphs. We have thus implemented the algorithms devised by Rieger and Kawashima in Ref. 38, which is an adaptation of the classical Swendsen-Wang algorithm to quantum systems in continuous time. The results are compared with the heat-bath method in Fig. 10. Indeed, the loop algorithm performs very well and better than the heat-bath method close and below the critical point, and we thus have used this method to compare the results of the cavity approach with finite-size instances.

B. Cavity method versus simulation

How does the cavity predictions compare with numerical simulations? To answer this question, we have performed quantum Monte Carlo simulations on random regular graphs of $N$ spins and connectivity 3. For large $N$ we expect the results to be self-averaging and thus we always consider a single instance and do not perform averages of many realizations. The results for two different temperature $T = 1$ and $T = 0.1$ are shown in Fig. 11 where we plot the longitudinal and transverse magnetizations as a function of $B$ for different sizes from $N = 64$ to $N = 2048$. The agreement with the asymptotic cavity result is perfect [apart from finite-size effects in $m_t$ for $B \approx B_c$ (see next paragraph)]: this demonstrates the correctness of the approach we have developed in the present paper.

FIG. 10. Quantum heat bath (full symbols) vs loop algorithm (open symbols) for a random regular graph of degree 3 with $10^5$ spins at $B = 1.6$ (circles), in the ferromagnetic phase, and $B = 2.6$ (squares), in the quantum paramagnetic phase, for $T = 1$. Dashed lines correspond to the values computed with the cavity method.

FIG. 11. Longitudinal and transverse magnetization curves for temperatures $T = 1$ (top) and $T = 0.1$ (bottom). Continuous-time cavity method ($m_z$, solid line and $m_t$, dashed line) vs Monte Carlo simulations for different sizes increasing from the top to the bottom ($N = 64, 128, \ldots, 2048$). For the largest size the agreement with the cavity result is excellent (except close to the critical point).

C. Finite size scaling and critical exponent

The transition between the ferromagnetic and the paramagnetic phases is of second order; below the threshold $B_c(T)$ the longitudinal magnetization grows with an exponent $\beta$, i.e., $m_z \propto (B_c - B)^\beta$, in the thermodynamic limit. We have used finite-size scaling techniques to analyze our data in the neighborhood of the transition and to check the mean-field value of the exponent $\beta = 1/2$. Let us first briefly recall the basic idea of the finite-size scaling method and the way in which it has to be amended for mean-field models.

In a generic infinite size $d$-dimensional model, in the vicinity of a second-order phase transition driven by a parameter denoted $B$, the correlation length diverges as $\xi \propto |B - B_c|^{-\nu}$. For a system of finite extent $L$ the observables depend on the size through a scaling function of the ratio $L/\xi$. This has to be corrected for dimensions $d$ larger than the upper critical dimension $d_u$ of the considered universality class or when the model lacks any underlying finite-dimensional structure. In that case the scaling function is found to depend on the size $N$ (total number of degrees of freedom, equivalent to $L^d$ of a $d$-dimensional model) through $N^{1/(d_u-\nu)}(B - B_c)$, where $\nu$ takes its mean-field value in the universality class under investigation. More explicitly the scaling forms of the longitudinal magnetization and of the Binder cumulant $g = \frac{1}{2} \left( 3 - \frac{(m_z^2)}{(m_t^2)} \right)$ read

$$m_z(B,N) = N^{-\beta/d_u}m_z[N^{1/(d_u-\nu)}(B - B_c)],$$
$$g(B,N) = g[N^{1/(d_u-\nu)}(B - B_c)].$$

We present in Fig. 12 the results of such an analysis for our Monte Carlo data obtained at temperature $T = 1$. At this
A simple argument is the following. For ferromagnetic models the Suzuki-Trotter formalism and numerical simulations mainly emphasize the differences and complications that arise in more general models.

Let us consider the class of Ising spin models whose classical energy $E(\sigma)$ can be decomposed into the sum of $M$ interaction terms $a=1,\ldots,M$, each of them depending on a finite number of spins,

$$E(\sigma) = \sum_{a=1}^{M} e(a_a, J_a).$$

In this expression $a_a$ is the subset of spin indices the $a$th interaction effectively depends on, $e(a_a; i \in a_a)$ is a shorthand for the configuration of those spins, and $J_a$ denotes coupling constants that might appear in the definition of the $a$th interaction term. This decomposition is conveniently represented as a factor graph, i.e., a graph with two kinds of vertices (see Fig. 14 for an illustration): squares stand for the interactions $a=1,\ldots,M$, while circles represent the variables $i = 1,\ldots,N$. An edge is drawn between an interaction $a$ and a variable $i$ whenever $a$ depends on $i$, in other words whenever $i \in a_a$. In this graphical representation $a_a$ is thus the set of nodes adjacent to $a$. Similarly we shall denote $\partial a$ the set of neighbors of $a$, which is all the interactions that depend on $a$. The extended Ising model defined in Eq. (5) preserves the topology of the interactions of the classical energy $E(\sigma)$, the latter being reproduced identically in the various imaginary-time slices,

$$\tilde{E}(\sigma) = \sum_{a=1}^{M} \tilde{e}(a_a, J_a).$$
while the transverse weights \( w(\sigma_j) \) are local in the spin indices \( i \).

As we did on the ferromagnet example we first state the solution of this extended model on a tree. The difference is that we have now two kinds of messages from variables to interactions and vice versa. Let us denote \( \mu_{a \rightarrow b}(\sigma_i) \) the probability law of \( \sigma_i \) in the model corresponding to the factor graph where all interactions but \( a \) have been removed in the neighborhood of \( i \) and similarly \( \mu_{b \rightarrow a}(\sigma_i) \) for the factor graph with only \( a \) removed from \( i \). These quantities obey the following recursion equations,

\[
\mu_{a \rightarrow b}(\sigma_i) = \frac{1}{z_{i \rightarrow a}} w(\sigma_i) \prod_{b \in \partial a \setminus i} \mu_{b \rightarrow a}(\sigma_i),
\]

\[
\mu_{b \rightarrow a}(\sigma_i) = \frac{1}{z_{a \rightarrow i}} \sum_{\sigma_{\partial i}} e^{-\beta \tilde{E}(\sigma_{\partial i})} \prod_{j \in \partial i \setminus a} \mu_{j \rightarrow a}(\sigma_i), \tag{47}
\]

on all edges of the factor graph, the various constants \( z \) being normalization factors. The reader will easily verify that these equations reduce to Eq. (23) in the ferromagnetic case with \( \sigma(\sigma_i) = -\sigma_i \); in this case we could eliminate one type of message (from interactions to variables) as the interactions were only pairwise.

We shall now consider ensembles of random factor graphs, denoting \( \mathbb{E}[\cdot] \) the expectation over the distribution of the graphs and coupling constants. We assume all interaction nodes to involve a fixed number \( k \) of variables (the ferromagnet corresponded to \( k = 2 \)), while the degree distribution of the variables is specified by a probability law \( q_d \) over the positive integers (all random graphs verifying these constraints are equiprobable in the ensemble; the lack of a finite-dimensional \textit{a priori} structure is the origin of the mean-field character of this family of models). We shall denote \( \gamma k = \sum q_d d q_d \) the average variable degree. Moreover the \( M = \gamma N \) coupling constants \( J_{ab} \) are drawn in an identical independent way for each of the interactions. Suppose the recursion [Eq. (47)] is solved on a factor graph sampled at random from the ensemble under consideration and that an edge from a variable to an interaction, call it \( i \rightarrow a \), is chosen uniformly at random. The probability law \( \mu_{a \rightarrow b}(\sigma_i) \) it bears is itself a random variable, denoted \( \eta \) in the following, due to the random choices of the graph and of its coupling constants. This random variable can be related to its neighboring equivalents by the local relations [Eq. (47)]. Suppose that \( i \) has \( d \) adjacent interactions apart from \( a \) (see Fig. 15 for an illustration). Then one has, from Eq. (47),

\[
\eta(\sigma) = \frac{1}{z} w(\sigma) \sum_{(\sigma_{\partial i})_{\sigma_1 \rightarrow \cdots \rightarrow \sigma_d}} \prod_{a,i} \eta_{a,i}(\sigma_{a,i}) \times \exp \left( -\beta \sum_{a=1}^d \tilde{E}(\sigma_{a,1}, \ldots, \sigma_{a,k-1}, J_a) \right), \tag{48}
\]

where the \( \eta_{a,i} \) are the \( d(k-1) \) probability laws that determine \( \eta \). The hypothesis of the replica symmetric cavity method is to assume that the above form is correct in spite of the graph not being globally a tree and that the \( \eta_{a,i} \) are independent identically distributed copies of the random variable \( \eta \), which is written in formula as

\[
\eta = f(\eta_{1,1}, \ldots, \eta_{1,k-1}, \ldots, \eta_{d,1}, \ldots, \eta_{d,k-1}, J_1, \ldots, J_d), \tag{49}
\]

the symbol \( \gamma = \) denoting identity in distribution of random variables and the function \( f \) being an abbreviation of the right-hand side of Eq. (48). Note that the connectivity random variable \( d \) is not distributed according to \( q_d \) but rather \( \tilde{q}_d = (d+1)q_{d+1}/\gamma k \) as one uniformly chose a random edge of the graph and not a random site, this sampling favors larger connectivity variables. For the ferromagnet on the random regular graph one had \( \tilde{q}_d = \delta_{d,1} \) while \( \tilde{q}_d = \delta_{d,1} \).

The physical observables of the system can be computed from the solution of this distributional equation. The thermodynamic limit of the free-energy per site is found to be
where the expectations of the left-hand side are over the choice of the random factor graphs and for the right-hand side over independent copies of the random variable $\eta$ and the coupling constants $J$, while in the first term $d$ is drawn from the law $q_d$. This is a generalization of expression (30) found for the ferromagnet. Similarly the average marginal of law (5) for an arbitrary site reads

$$
\mu(\sigma) = \mathbb{E} \left[ \frac{1}{z} w(\sigma) \sum_{\{\sigma_{d},\sigma_{a,i}\}_{a,d}} \prod_{a,i} \eta_{d,i}(\sigma_{a,i}) \right] \times \exp \left[ -\beta \sum_{d} \tilde{q}(\sigma_{a,1}, \ldots, \sigma_{a,k-1}, J_d) \right],
$$

(51)

with $d$ drawn from $q_d$, and the average marginal law of the $k$ variables in an arbitrary interaction is

$$
\mu(\sigma_1, \ldots, \sigma_k) = \mathbb{E} \left[ \frac{1}{z} \left( \prod_{i} \eta_{i}(\sigma_{i}) \right) e^{-\beta \tilde{q}(\sigma_{1}, \ldots, \sigma_{k-1,J})} \right],
$$

(52)

the factors $1/z$ in these last two equations ensuring their normalization [cf. Eq. (31) for the regular ferromagnet].

Let us now discuss a method of resolution of the distributional equation [Eq. (49)], consisting in encoding the distribution of $\eta$ by a sample (or population) of a large number $N$ of representatives $\eta_i$. From an arbitrarily initialized population, one applies iteration steps according to Eq. (49): one draws an integer $d$ from $q_d$, $d$ coupling constants $J_1, \ldots, J_d$, and $d(k-1)$ indices in $[1,N]$. The right-hand side of Eq. (49) is then computed from the corresponding $d(k-1)$ representatives of $\eta$ randomly chosen in the population, and the resulting $\eta$ is used to replace one discarded element of the population. The iteration of these steps brings the population close to a fixed-point of the distributional equation; then physical observables such as the average free energy [see Eq. (50)] can be computed, evaluating the expectations over the random variable $\eta$ as a sampling from the approximate representation provided by the finite population. Compared with the classical replica symmetric cavity method the difficulty is that each of the $\eta_i$ in this population is itself a probability distribution over configurations of spin rings or in the continuous limit over spin trajectories. It is however possible to apply the trick explained in the simpler case of the ferromagnet and encode each of the $\eta_i$ as a sample of $N_{\text{tra}}$ spin trajectories. Let us introduce some further notations in order to give an explicit form of the updating procedure of the population of $\eta_i$.

The dependence of $\mathbb{E}(\cdot,J)$ on one of the Ising spins can always be parametrized through two functions $u$ and $v$ as

$$
\mathbb{E}(\sigma_1, \ldots, \sigma_{k-1,J}) = -\sigma u(\sigma_1, \ldots, \sigma_{k-1,J}) + v(\sigma_1, \ldots, \sigma_{k-1,J}),
$$

(53)

$u$ playing the role of an effective magnetic field acting on $\sigma$. For $N_f$-fold replicated variables we define

$$
u(\sigma_1, \ldots, \sigma_{k-1,J}) = \frac{1}{N_f} \sum_{i=1}^{N_f} u(\sigma_1^i, \ldots, \sigma_{k-1}^i),
$$

(54)

Using the definitions in Eq. (32), we can then rewrite Eq. (48) as

$$
\mathbb{E}(\sigma_1, \ldots, \sigma_{k-1,J}) = \mathbb{E}(u(\sigma_1^1, \ldots, \sigma_{k-1}^1), \ldots, u(\sigma_1^{N_f}, \ldots, \sigma_{k-1}^{N_f})),
$$

(55)

VI. CONCLUSIONS

The explicit procedure for the construction of continuous-time spin trajectories presented in Sec. II B allowed us to make progresses both on the analytical side, with an improvement over the discretized time cavity method in Ref. 21 and the static approximation in Ref. 23, and on the numerical simulations side, with a generic quantum Monte Carlo procedure for spin-1/2 models in transverse field. The ferromagnetic model we studied in this paper is only the simplest of a large family that can be tackled, at the price of a heavier computational cost, with the same methods. We believe that its study was in any case worthwhile from a methodological point of view: its simplicity permitted a complete resolution of the quantum cavity equations, which (i) showed a perfect
agreement with Monte Carlo simulations, hence giving credit to the replica symmetric cavity method leads to exact results in the thermodynamic limit for sparse mean-field ferromagnetic systems, as was proved for classical models in Ref. 46 and (ii) allowed us to test quantitatively some approximate treatments (finite \(N_s\) and static approximation).

The more interesting cases we plan to address in the future by means of the cavity method will involve fluctuating connectivities in order to study the role of these local fluctuations on the critical behavior of the models, glassy phases at low temperatures (a particularly motivating case will be the regular multispin ferromagnet studied at the classical level in Ref. 66), and models related to quantum computing issues as the random k-satisfiability model.\(^\text{23}\) Note that already the replica symmetric treatment of these models will involve a population of populations of spin trajectories, as explained in Sec. V, which will make an exact treatment of the one-step replica-symmetry-breaking version of the cavity method extremely challenging. We hope however that the better control of the approximative treatments we gained on the simple ferromagnet will help us to devise appropriate approximate strategies to handle these cases.

At the same time, we proposed a heat-bath Monte Carlo strategy that should be applicable to general spin-1/2 models. The performance of this algorithm should be tested on frustrated models for which cluster algorithms are not easy to implement, and we expect that in such cases the heat-bath method could give interesting results.

The strategy developed above becomes inefficient at very low temperatures because the spins jump many times along a trajectory and the amount of information needed to encode \(\eta(\sigma)\) by a population of trajectories becomes very large. Therefore the important directions of research would be to look for possible simplifications of the formalism in the limit \(\beta \to \infty\). Moreover, one could use the recursion equations [Eq. (47)] on a given sample, thus constructing a quantum belief propagation algorithm.\(^\text{67}\) Finally, it is worth noting that the procedure described in Sec. II B, on which our results are based, is in principle not restricted to spin-1/2 models. It should be possible to generalize it to any model built on discrete degrees of freedom,\(^\text{30}\) for instance, hard-core bosons or higher spin models.
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APPENDIX A: QUANTUM CURIE-WEISS MODEL

This appendix is devoted to a study of the simplest quantum mean-field ferromagnet, namely, the fully connected Curie-Weiss quantum model.\(^\text{68–70}\) The model is defined by the Hamiltonian

\[
\hat{H} = -\frac{J}{2N} \sum_{i,j=1}^{N} \sigma_i \sigma_j - B \sum_{i=1}^{N} \sigma_i^z - h \sum_{i=1}^{N} \sigma_i^z,
\]

where the scaling of the coupling constant is chosen appropriately to make the thermodynamic limit well defined. At variance with the Bethe lattice model here each spin interacts with all others. Applying the Suzuki-Trotter decomposition described in Sec. II A leads for a finite number \(N_s\) of Suzuki-Trotter slices to the following expression of the partition function:

\[
Z = \sum_{\sigma} \left( \prod_{\alpha=1}^{N_s} \frac{1}{N_s} \sum_{\sigma^\alpha} \alpha^\alpha \right) e^{\frac{\beta J}{2N_s} \sum_{\alpha=1}^{N_s} \sum_{i,j=1}^{N} \sigma_i^\alpha \sigma_j^\alpha}.
\]

We then perform \(N_s\) Hubbard-Stratanovich transformations to disentangle the quadratic terms and obtain

\[
Z = \left( \frac{\beta J N}{2 \pi N_s} \right)^{N_s/2} \prod_{\alpha=1}^{N_s} dm^\alpha \exp \left[ -\frac{N_s \beta J}{2} \sum_{\alpha=1}^{N_s} (m^\alpha)^2 \right] + N \ln \text{Tr} \left( \prod_{\alpha} e^{(\beta N_s)(h+Jm^\alpha)\sigma^\alpha} e^{(\beta N_s)B\sigma^\alpha} \right).
\]

Evaluating these integrals by the saddle-point method in the thermodynamic limit and selecting the cyclically invariant saddle point yield

\[
\lim_{N \to \infty} \frac{1}{N} \ln Z = \sup_m \left[ -\frac{\beta J}{2} m^2 + \ln \text{Tr} \left( e^{(\beta N_s)(h+Jm)\sigma^\alpha} e^{(\beta N_s)B\sigma^\alpha} \right) \right].
\]

This can be further simplified if the \(N_s \to \infty\) limit is performed afterward and yields for the free-energy per site,

\[
f = \inf_m \left[ \frac{1}{\beta} \ln [2 \cosh \beta (h+Jm)] \right].
\]

Using the variational character of this expression the longitudinal and transverse magnetizations (i.e., \(m_z\) and \(m_t\)) can be obtained by taking the explicit derivatives with respect to \(h\) and \(B\), respectively.

\[
m_z = \langle \sigma^z \rangle = \frac{h + Jm}{\sqrt{(h+Jm)^2 + B^2}} \tanh \beta \sqrt{(h+Jm)^2 + B^2},
\]

\[
m_t = \langle \sigma^t \rangle = \frac{B}{\sqrt{(h+Jm)^2 + B^2}} \tanh \beta \sqrt{(h+Jm)^2 + B^2},
\]

where \(m\) is taken as the solution of the saddle-point equation. The latter is easily found to imply that \(m = m_z\) at the saddle point. In the following we take \(J = 1\) to simplify the notations.
In absence of the transverse field ($B=0$) one recovers the classical Curie-Weiss model, with $m=m_0(\beta, h)$ solution of the traditional equation $m=\tanh[\beta(m+h)]$. The ferromagnetic transition is signaled by the appearance of a nontrivial solution at $h=0$, which is possible for small enough temperatures, i.e., for $\beta>\beta_c(B=0)=1$.

Consider now the solutions of the saddle-point equation with $B>0$ and $h=0$. The paramagnetic solution $m=0$ exists for all temperatures and transverse fields. For a strictly positive solution $m$ the saddle-point equation reduces to $\sqrt{m^2+B^2}=\tanh[\beta(m^2+B^2)]$, that is, $m(\beta, B, h=0)=\sqrt{m_0(\beta, h=0)^2-B^2}$. This is possible only for small enough temperatures and transverse fields, such that the argument of the square root remains positive. The line of transition in the $(B, T)$ plane is such that $B_c(\beta)=m_0(\beta, h=0)$ (see the top panel of Fig. 16). Note the vertical slope of the transition line in the neighborhood of the quantum critical point in $(B, T) = (1, 0)$; in fact, one can perform an asymptotic expansion in this region to show that

$$B_c(T) \sim 1 - 2e^{-2\beta}$$

(A8)

or equivalently

$$T_c(B) \sim \frac{1}{\ln \left( \frac{1}{1-B} \right)}. \quad \text{(A9)}$$

The bottom panel of Fig. 16 shows the evolution, as a function of the transverse field, of the longitudinal and transverse magnetizations at a temperature smaller than the classical critical temperature $T_c(\beta=0)=1$. The transverse magnetization is continuous but its derivative has a finite jump at the transition. One can indeed show from Eq. (A7) that $m_z=B$ in the ferromagnetic phase, while $m_z=\tanh(\beta B)$ for the paramagnetic one.

Another thermodynamic quantity easily computed for the Curie-Weiss model is the ground-state energy per spin, $e_{GS}(B)$, obtained from Eq. (A5) in the limit $\beta \to \infty$. One finds

$$e_{GS}(B) = \begin{cases} -\frac{1}{2}(1+B^2) & \text{for } B \leq B_c = 1 \\ -B & \text{for } B \geq B_c = 1, \end{cases} \quad \text{(A10)}$$

which shows that $e_{GS}(B)$ and its first derivative are continuous at the transition, while its second derivative has a finite jump.

Let us finally argue about the scaling of the finite $N_s$ corrections, reconsidering the step we took between Eqs. (A4) and (A5). At the next-to-leading order one would have obtained

$$\text{Tr}\{e^{(\beta N_s)hN_0}\sigma^\alpha e^{(\beta N_s)B\sigma^\alpha}N_s^\alpha\} = \text{Tr}\left[ \exp\left\{ \beta(h+Jm)\sigma^\alpha + \beta B\sigma^\alpha + \frac{1}{2N_s} \beta^2 B(h+Jm)(\sigma^\alpha, \sigma^\alpha) \right\} [1 + O(N_s^{-2})] \right].$$

(A11)

One can then check explicitly that the eigenvalues of the matrix in the exponential are not modified at the order $N_s^{-1}$, hence the finite $N_s$ correction on the observables should be of order $N_s^{-2}$, as we observed in the study of the Bethe lattice ferromagnet.

**APPENDIX B: AN IDENTITY IN THE CONTINUOUS-TIME LIMIT**

In this appendix we briefly justify the claim made in Sec. III B of the equivalence in the continuous-time limit of the definition of $Z(\hbar)$ given in Eq. (32) with the one of Eq. (20). Before taking the $N_s \to \infty$ limit, the former reads

$$Z(\hbar) = \sum_\sigma w(\sigma) \exp[\beta \sigma \cdot \hbar]$$

$$= \sum_{\sigma^{1}, \ldots, \sigma^{N_s}} \prod_{a=1}^{N_s} (\sigma^{a})^\dagger e^{(\beta N_s)h\sigma^\alpha} e^{(\beta N_s)B\sigma^\alpha} |\sigma^{a+1}\rangle. \quad \text{(B1)}$$

We shall denote $N_s^{(0)} = N_s \lambda^{(0)} / \beta$ the lengths of the constant longitudinal field intervals (see Fig. 2), expressed in number of Suzuki-Trotter slices. Then

$$Z(\hbar) = \sum_{\sigma^{(0)}, \ldots, \sigma^{(p)}} \prod_{i=1}^{p} \langle \sigma(t^{(i)}) | \langle (e^{(\beta N_s)h\sigma^\alpha}) e^{(\beta N_s)B\sigma^\alpha} N_s^{(i)} \rangle \| \sigma(t^{(i+1)}) \rangle \sigma^{(i+1)} \rangle = \sum_{\sigma^{(0)}, \ldots, \sigma^{(p)}} \prod_{i=0}^{p} \langle \sigma(t^{(i)}) | e^{\lambda^{(i)}(h\sigma^\alpha + B\sigma^\alpha)} | \sigma(t^{(i+1)}) \rangle. \quad \text{(B2)}$$
In the last step we have taken the $N_s \to \infty$ limit to obtain the expression of Eq. (20).

**APPENDIX C: THE COMPUTATION OF $w_c(m)$**

In this appendix we derive expression (40) for the average transverse weight in the static approximation. Rewriting the sum over $\sigma$ of Eq. (39) as a sum over paths in the continuous-time limit, one obtains

$$
\begin{align*}
\mathcal{W}_c(m) &= \sum_{\sigma} \sum_{n=0}^{\infty} B_{2n}^{2n} \int_0^\beta dt_1 \int_0^\beta dt_2 \cdots \int_0^\beta dt_{2n} \\
& \quad \times \left( m - \frac{2t_1 - 2t_2 + \cdots - 2t_n + \beta}{\beta} \right) \\
& = \delta(m-1) + \delta(m+1) + \sum_{n=1}^{\infty} \sum_\sigma (B_{2n})^{2n} \int_0^1 dx_1 \\
& \quad \times \int_0^1 dx_2 \cdots \int_0^1 dx_{2n} \\
& \quad \times \delta(2x_1 - 2x_2 + \cdots - 2x_n + 1 - m\sigma),
\end{align*}
$$

(C1)

where in the second line we have isolated the contribution of the constant trajectories and changed variables from $t_i$ to $x_i \equiv t_i/\beta$. Let us concentrate on the term corresponding to a given value of $n > 0$. We perform a further change in variables, setting $y_i = x_i - x_{i-1}$ (with $x_0 = 0$), the intervals between the reduced time of flips in the trajectory. The Jacobian of this change in variables being 1, the integral over $x_1, \ldots, x_{2n}$ can be rewritten as

$$
\int_0^1 dy_1 \cdots dy_{2n} (y_1 + y_2 + \cdots + y_{2n} = 1)
$$

$$
\times \delta(2y_1 + 2y_4 + \cdots + 2y_{2n} - (1 - m\sigma))
$$

$$
= \frac{1}{2} \int_0^1 dS_d dS_p \rho_n(S_d) \rho_p(S_p) 1(S_d + S_p = 1)
\times \delta(S_c - \frac{1 - m\sigma}{2})
$$

$$
= \frac{1}{2} \rho_n \left( 1 - m\sigma \right) \int_0^{1 + m\sigma^2} dS \rho_p(S).
$$

(C2)

Here we have used $\mathbb{1}(\cdot)$ as the indicator function of an event, $S_n = y_1 + y_3 + \cdots + y_{2n-1}$ and $S_c = y_2 + \cdots + y_{2n}$ the sum of the odd or even $y_i$’s, and $\rho_n(S)$ as the density of the distribution of the sum of $n$ independent random variables uniformly distributed on $[0,1]$. It is easy to prove by recurrence that for $S \in [0,1]$ one has $\rho_n(S) = S^{n-1}/(n!)$. Collecting these facts together leads to

$$
\mathcal{W}_c = \delta(m-1) + \delta(m+1) + \sum_{n=1}^{\infty} \frac{1}{n! (n-1)!} \frac{(BB)^n (1 - m^2)^{n-1}}{2^{2n-1}},
$$

(C3)

which is indeed equal to Eq. (40), thanks to the series expansion of the Bessel function.
PATH-INTEGRAL REPRESENTATION FOR QUANTUM SPIN

40The weight \( w(\sigma) \) becomes \( \lambda B/N_s \), raised to the number of discontinuities in the spin trajectory and the factors \( \lambda/N_s \) are absorbed in the change in variables from discrete to continuous time.
41This can be done with a number of operations of order \( p \). Let us define \( Z_i(\sigma_0, \ldots, \sigma_p) = \bar{Z}(\sigma_0, \ldots, \sigma_p | h) \). First draw \( \sigma_0 \) with probability \( Z_0(\sigma_0 | h) / \bar{Z}(h) \), then \( \sigma_1 \) according to \( Z_1(\sigma_0, \sigma_1 | h) / \bar{Z}(\sigma_0, \sigma_1 | h) \), and so on and so forth.
43This is the graph theoretic distance between two vertices \( i \) and \( j \), defined as the length of a shortest path of adjacent vertices joining \( i \) and \( j \) along the graph.