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Abstract 

Victor Emery made seminal contributions to the theory of one-dimensional electronic systems and  its applications to organic metals. 
His inventions became enlightened  recently when the joint effect of the ferroelectricity and the charge disproportionation has been 
discovered in (TMTTF)2X compounds and beyond. Several of his contributions came to agenda at once: separate gaps in spin/charge 
channels and the route to solitons, 4KF anomaly, dimerization gap, role of ionic transitions. New phenomena  unify an unusual variety of  
concepts: ferroelectricity of good conductors, structural instability towards Mott-Hubbard state, Wigner crystallization  in a dense 
electronic system, ordered 4kF density wave, richness of physics of solitons, interplay of structural and electronic symmetries. The 
ferroelectric state gives rise to several types of solitons carrying electronic charge, a noninteger charge, spin or both spin and charge in 
special cases. They are clearly observed via conductivity, electric and magnetic susceptibilities. Solitons are challenging for optics where 
they already seem to determine the pseudogap in absorption. Various features also appear, or are expected, from collective electronic and  
coupled electron-phonon modes. The last topic, as well as some aspects of physics of solitons,  recalls also the contributions of M.J. Rice. 
The observation of Mott-Hubbard states refers to classical results of A.A. Ovchinnikov. 

Keywords:  one-dimensional systems, interacting electrons, ferroelectricity, charge disproportionation, solitons, CDW. 
 

 
Victor John Emery: 16 May 1934 – 17 July 2002 
 

“His experiences with an early digital computer likely 
persuaded him of the value of more analytical 
approaches.” – from memoirs about Victor Emery.  
 
Victor Emery lived as an extraordinary strong personality: 
intellectually, humanly, physically, and psychologically. 
He died at the (ever-lasting) summit of accomplishments, 
withstanding   courageously a devastating illness.  
A lonely ranger of the APS landscape, Vic Emery got a 
surprisingly late formal recognition in US:  Fellow of the 
American Academy of Arts & Sciences in 2000,  Oliver 
E. Buckley Prize in 2001 (with Alan Luther). However, 
his true authority in science is imprinted in solutions 
bearing his name, vast citations of his articles and even 
wider inspirations among experimentalists and theorists.   
Victor Emery is a man of epochs of Organic Metals and 
of High-Tc superconductors; one of those who made the 
epochs. Vic Emery came to the science of low 
dimensional electronic systems both as a curious 
researcher and as a leading theorist of the exceptional 
group of the Brookhaven National Laboratory. The last 
function was his overwhelming duty for nearly four 
decades, until the last days of his life. Vic was always 
staying near neutron scattering experiments of the BNL. 
Thus with J. Axe he made a theory of the structure factor 
for 1D crystals in connection to experiments on the Vic Emery
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be the most important open problem in the understanding of quantum
materials, and it is here that radically new ideas, including those derived
from recently developed non-perturbative studies in string theory, may
be useful.

More unique to the copper oxides is the behaviour observed in a range
of temperatures immediately above Tc in what is referred to as the
‘pseudogap’ regime. It is characterized by a substantial suppression of the
electronic density of states at low energies that cannot be simply related to
the occurrence of any form of broken symmetry. Although much about
this regime is still unclear, convincing experimental evidence has recently
emerged that there are strong and ubiquitous tendencies towards several
sorts of order or incipient order, including various forms of charge-
density-wave, spin-density-wave, and electron-nematic order. There is
also suggestive, but far from definitive, evidence of several sorts of novel
order—that is, never before documented patterns of broken symmetry—
including orbital loop current order and a spatially modulated super-
conducting phase referred to as a ‘pair-density wave’. There are many
fascinating aspects of these ‘intertwined orders’ that remain to be under-
stood, but their existence and many aspects of their general structure were
anticipated by theory7. Superconducting fluctuations also have an important
role in part of this regime, although to an extent that is still much debated.

The high-temperature superconducting phase itself has a pattern of
broken symmetry that is distinct from that of conventional superconduc-
tors. Unlike in conventional s-wave superconductors, the superconduct-
ing wavefunction in the copper oxides has d-wave symmetry8,9, that is, it
changes sign upon rotation by 90u. Associated with this ‘unconventional
pairing’ is the existence of zero energy (gapless) quasiparticle excitations
at the lowest temperatures, which make even the thermodynamic prop-
erties entirely distinct from those of conventional superconductors (which
are fully gapped). The reasons for this, and its relation to a proximate anti-
ferromagnetic phase, are now well understood, and indeed were also anti-
cipated early on by some theories10–12. However, while various attempts

to obtain a semiquantitative estimate of Tc have had some success13, there
are important reasons to consider this problem still substantially unsolved.

Highly correlated electrons in the copper oxides
The chemistry of the copper oxides amplifies the Coulomb repulsions
between electrons. The two-dimensional copper oxide layers (Fig. 3) are
separated by ionic, electronically inert, buffer layers. The stoichiometric
‘parent’ compound (Fig. 2, zero doping) has an odd-integer number of
electrons per CuO2 unit cell (Fig. 3). The states formed in the CuO2 unit
cells are sufficiently well localized that, as would be the case in a collec-
tion of well-separated atoms, it takes a large energy (the Hubbard U) to
remove an electron from one site and add it to another. This effect pro-
duces a ‘traffic jam’ of electrons14. An insulator produced by this classical
jamming effect is referred to as a ‘‘Mott insulator’’15. However, even a
localized electron has a spin whose orientation remains a dynamical degree
of freedom. Virtual hopping of these electrons produces, via the Pauli
exclusion principle, an antiferromagnetic interaction between neighbour-
ing spins. This, in turn, leads to a simple (Néel) ordered phase below room
temperature, in which there are static magnetic moments on the Cu sites
with a direction that reverses from one Cu to the next16,17.

The Cu-O planes are ‘doped’ by changing the chemical makeup of
interleaved ‘charge-reservoir’ layers so that electrons are removed (hole-
doped) or added (electron-doped) to the copper oxide planes (see the
horizontal axis of Fig. 2). In the interest of brevity, we will confine our
discussion to hole-doped systems. Hole doping rapidly suppresses the
antiferromagnetic order. At a critical doping of pmin, superconductivity
sets in, with a transition temperature that grows to a maximum at popt,
then declines for higher dopings and vanishes for pmax (Fig. 2). Materials
with p , popt are referred to as underdoped and those with popt , p are
referred to as overdoped.

It is important to recognize that the strong electron repulsions that
cause the undoped system to be an insulator (with an energy gap of 2 eV)
are still the dominant microscopic interactions, even in optimally doped
copper oxide superconductors. This has several general consequences. The
resulting electron fluid is ‘highly correlated’, in the sense that for an elec-
tron to move through the crystal, other electrons must shift to get out of
its way. In contrast, in the Fermi liquid description of simple metals, the
quasiparticles (which can be thought of as ‘dressed’ electrons) propagate
freely through an effective medium defined by the rest of the electrons.
The failure of the quasiparticle paradigm is most acute in the ‘strange metal’
regime, that is, the ‘normal’ state out of which the pseudogap and the
superconducting phases emerge when the temperature is lowered. None-
theless, in some cases, despite the strong correlations, an emergent Fermi
liquid arises at low temperatures. This is especially clear in the overdoped
regime (Fig. 2). But recently it has been shown that even in underdoped
materials, at temperatures low enough to quench superconductivity by
the application of a high magnetic field, emergent Fermi liquid behaviour
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Figure 2 | Phase diagram. Temperature versus hole doping level for the
copper oxides, indicating where various phases occur. The subscript ‘onset’
marks the temperature at which the precursor order or fluctuations become
apparent. TS, onset (dotted green line), TC, onset and TSC, onset (dotted red line for
both) refer to the onset temperatures of spin-, charge and superconducting
fluctuations, while T* indicates the temperature where the crossover to the
pseudogap regime occurs. The blue and green regions indicate fully developed
antiferromagnetic order (AF) and d-wave superconducting order (d-SC)
setting in at the Néel and superconducting transition temperatures TN and Tc,
respectively. The red striped area indicates the presence of fully developed
charge order setting in at TCDW. TSDW represents the same for incommensurate
spin density wave order. Quantum critical points for superconductivity and
charge order are indicated by the arrows.
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Figure 3 | Crystal structure. Layered copper oxides are composed of CuO2

planes, typically separated by insulating spacer layers. The electronic structure
of these planes primarily involves hybridization of a 3dx2 { y2 hole on the
copper sites with planar-coordinated 2px and 2py oxygen orbitals.
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stripe order (SO) satellite reflections, the stripe correlations
between the planes, the melting of the stripe order, and the
compatibility with the generic stripe phase diagram. Further-
more, there is a great lack of information for x > 1/8 because
crystal growth becomes progressively more challenging with
increasing x.

These are the issues addressed in the present study on
La2−xBaxCuO4 single crystals with 0.095 ! x ! 0.155. We
have characterized the CO with high-energy single-crystal
x-ray diffraction (XRD), by probing the associated lattice
modulation.13,14,17 That a modulation of the electron density
truly exists has been demonstrated previously in Ref. 19 for
La1.875Ba0.125CuO4 by means of resonant soft x-ray scattering.
We have investigated the SO both in the traditional way, with
neutron diffraction (ND), as well as in a less conventional
way by tracing a recently identified weak ferromagnetic
contribution to the normal state magnetic susceptibility.51

The various structural phases have been studied mostly with
XRD, and to some extent with ND, and the SC phase was
analyzed with shielding and Meissner fraction measurements.
As a result, we obtain the temperature versus Ba-concentration
phase diagram displayed in Fig. 1. One of the key features
is that CO exists over the entire range of x that we have
studied, including the two bulk SC crystals with the lowest and
highest x and maximum Tc on the order of 30 K. According
to our quantitative analysis, the stripe order for these end
compositions is already extremely weak, while it is most
pronounced at x = 1/8. In the underdoped regime the CO
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FIG. 1. (Color online) Temperature vs hole-doping phase dia-
gram of La2−xBaxCuO4 single crystals. Onset temperatures: Tc of
bulk superconductivity (SC), TCO of charge stripe order (CO), TSO

of spin stripe order (SO), and TLT of the low-temperature structural
phases LTT and LTLO. At base temperature CO, SO, and SC coexist
at least in the crystals with 0.095 ! x ! 0.135. For x = 0.155 we
identified CO but not SO, and observe a mixed LTT and LTLO phase.
In the case of x = 0.095, very weak orthorhombic strain persists at
low T . For x = 0.165 we have measured Tc only, before the crystal
decomposed. Solid and dashed lines are guides to the eye. Although
TCO, TSO, and TLT for several x were also determined with XRD and
ND, most data points in this figure are from magnetic susceptibility
measurements. Here, only TSO for x = 0.095 is from ND and TCO

and TLT for x = 0.155 from XRD.

always disappears at the low-temperature structural transition,
and for three crystals we can show that it melts isotropically.
On the other hand, the onset of bulk SC left no noticeable mark
in our CO and SO data.

The rest of the paper is organized as follows: In Sec. II we
describe the experimental methods and the choice of reciprocal
lattice used to index the reflections. In Sec. III we present four
subsections dedicated to our results on crystal structure, CO,
SO, and SC. In Sec. IV we summarize the doping dependence
of the various properties as a function of the nominal and
an estimated actual Ba content, compare our results with the
literature, and in Sec. V finish with a short conclusion.

II. EXPERIMENTAL

A series of six La2−xBaxCuO4 single crystals with 0.095 !
x ! 0.155 has been grown at Brookhaven with the traveling-
solvent floating-zone method. Previously reported results on
some of the compositions, in particular on the x = 1/8 crystal,
have demonstrated a very high sample quality.20,34–36,44,51–55

Because the compositions of the single crystals can deviate
from their nominal stoichiometry (see Ref. 56), it has been
vital to measure the structure, stripe order, and SC on pieces
of the same crystal. In Fig. 2(a) we show the unit cell of the
high-temperature tetragonal (HTT) phase, with space group
I4/mmm. Although the supercells of the low-temperature
phases LTO (space group Bmab) and LTT (space group
P 42/ncm) have a

√
2 ×

√
2 larger basal plane rotated by 45◦,

we nevertheless specify the scattering vectors Q = (h,k,!) in
all phases in units of (2π/at ,2π/at ,2π/c) of the HTT cell with
lattice parameters at % 3.78 Å and c % 13.2 Å.57 In order to
express the orthorhombic strain s in the LTO phase, we will
refer to the lattice constants ao and bo of the LTO supercell,
which are larger than at by a factor of ∼

√
2.

The XRD experiments were performed with the triple-axis
diffractometer at wiggler beamline BW5 at DESY.58 To
create optimum conditions for studying the bulk properties
in transmission geometry, most samples were disk shaped
with a diameter (∼5 mm) significantly larger than the beam
size of 1 × 1 mm2, and a thickness (∼1 mm) close to the
penetration depth of the 100 keV photons (λ = 0.124 Å).
Counting rates are normalized to a storage ring current of
100 mA. To evaluate the x dependence of a superstructure
reflection relative to x = 0.125, we have normalized its inten-
sity with an integrated intensity ratio I (0.125)/I (x) of a nearby
fundamental Bragg reflection. For example, to normalize
the (1,0,0) and (2 + 2δ,0,5.5) reflections, we have applied
the factors I(200)(0.125)/I(200)(x) and I(206)(0.125)/I(206)(x)
of the (2,0,0) and (2,0,6) Bragg reflections, respectively.

The ND data for x = 0.115, 0.125, and 0.135 were
collected with the triple-axis spectrometer SPINS located at the
NIST Center for Neutron Research using beam collimations
of 55′-80′-S-80′-open (S = sample) with fixed final energy
Ef = 5 meV. The x = 0.095 crystal was studied at triple-axis
spectrometer HB-1 at the High Flux Isotope Reactor, Oak
Ridge National Laboratory, using beam collimations of 48′-
48′-S-40′-136′ with Ef = 14.7 meV. The cylindrical crystals,
with a typical weight between 5 and 10 g, were mounted
with their (h,k,0) zone parallel to the scattering plane. Doping
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Figure 1. Cartoon of bond-centered charge and spin stripes as alternating doped and undoped 2-leg ladders.
Arrows indicate ordered magnetic moments on Cu atoms (circles), with color changing between antiphase domains.
Blue intensity indicates hole density (with white = 0) on O sites (ellipses). The empty circles indicate the lack of
magnetic order on the charge stripes; the magnetic moments on the charge stripes are dynamic.

superconductivity is observed around a QCP associated with ferromagnetism [15–17],
charge-density-wave order [18–20], or even antiferromagnetism due to RKKY coupling
of f -electron moments [15, 16]. It is the soft quantum fluctuations of the dying order
parameter that drive the electron pairing in the vicinity of a QCP [21]. For cuprates,
there have been theoretical proposals for a QCP associated with antiferromagnetic [22],
charge-density-wave [23], current-loop [24], d-density-wave [25] and nematic [26, 27] or-
ders.
A problem with the QCP scenario is that it tends to imply a large density of coherent

carriers at high temperature, with a transition at a doping-dependent temperature T ⇤ to
a “pseudogapped” state. There is no experimental support for such a high-temperature
phase; the depressed density of states occurs over a large energy scale and involves largely
incoherent states, as will be discussed. Furthermore, there is no evidence for a phase-
transition-like onset of a pseudogap on reducing temperature.
As emphasized by Anderson [28], the superexchange interaction J underlying the an-

tiferromagnetism in the parent cuprates is a very short-range e↵ect driven by U ; it has
nothing to do with Bloch states. He also proposed that the two large interactions J and
U should dominate the electronic and magnetic properties of cuprates [29]. While I agree
with this idea, there is still the trick of how to explain the details. Anderson proposed
that the two-dimensionality and minimal spin S = 1/2 of the Cu moments would enable
quantum fluctuations to overwhelm the usual ordering tendencies, resulting in a resonat-
ing valence bond (RVB) state [13]. The pairing of Cu moments in singlets would somehow
lead to pairing of mobile carriers when holes were introduced. While this concept has
motivated much work by many theorists [30], some features of the mean-field analysis
disagree with experiment. For example, while the idea that singlet-triplet excitations
provide the pairing scale [31] is a good one, this energy does not continuously rise to its
maximum value at zero hole doping.
To make the connection between superexchange and pairing, we need to take account of

another insight. Emery and Kivelson (and coworkers) [32] pointed out a tendency towards
phase separation (and real-space segregation of holes and spins) when holes are intro-
duced into the antiferromagetic insulator, as described in a simplified variant (t-J model)
of the Hubbard model; such large-scale segregation is possible because of the neglect of
long-range Coulomb interactions. Inclusion of those interactions in an e↵ective model
provided evidence for periodic patterns of hole-rich and hole-poor (antiferromagnetic)
patches [33–35], including charge and spin stripes (see Fig. 1).2 With the experimental
discovery of stripe order in one specific cuprate family [40], a model of superconductivity
based on stripes was proposed [41]. An assumption of this model was that the magnetic
spin gap needed to induce pairing correlations within the charge stripes would come from
the hole-poor spin stripes [42]; that assumption appears to be incompatible with static

2Earlier Hartree-Fock and related calculations had provided solutions of charge and spin stripes [36–39]; however,
the charge stripes were always insulating.
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large U → localized electrons


t + Pauli excl. → AF spin alignment


superexchange:  P.W.  Anderson (1959)
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Cu-0 network dependence of optical charge-transfer gaps and spin-pair excitations in
single-Cu02-layer compounds

Y. Tokura, S. Koshihara, and T. Arima
Department of Physics, University of Tokyo, Tokyo 113, Japan

H. Takagi, S. Ishibashi, T. Ido, and S. Uchida
Engineering Research Institute, University of Tokyo, Tokyo 113, Japan

(Received 7 March 1990)

Spectra of optical conductivity and magnon Raman scattering have been investigated in single
crystals of a parent family of cuprate superconductors with various types of Cu-0 single-layer
networks. The analysis of the spectra shows the systematic dependence of the charge-transfer
gaps and covalent character of Cu-0 bonds on the pattern of the Cu-0 network, while the spin-
exchange energy is rather convergent for all the single-Cu02-sheet compounds.

Superconducting copper-oxide compounds with high
transition temperature (T,) possess two-dimensional (2D)
sheets of corner-linked Cu04 squares ("Cu02" sheets) as
a common structural unit. The first discovered high-T,
compound, ' alkaline-earth-substituted LaqCu04 shows
the 2D sheets of Cu-0 octahedra, while most of the other
copperwxide compounds with higher T,'s show adjacent
multilayers of pyramidal Cu02 sheets. Recent work on
electron-doping-induced high T, shows that the Cu02
sheets without apical oxygens can also sustain supercon-
ducting carriers, as observed in Ce-doped Nd2Cu04. In
this Rapid Communication we have spectroscopically in-
vestigated how the electronic parameters (e.g., the
charge-transfer gap, spin-exchange energy, and degree of
p-d hybridization in Cu-0 bonds) vary with the change
in the pattern of Cu-0 networks in single crystals of
parent compounds for high-T, superconductors.
Single-crystal compounds investigated here are (a)

La2Cu04, (b) Sr2Cu02Clq, (c) LaGdCu04, (d) Nd2-
Cu04, (e) (Ca,Sr)Cu02, and (f) Ca2Cu03. These com-
pounds represent the typical patterns of the 2D Cu-0 net-
works presently known' (see the inset of Fig. I). All
the structures show a well-defined network of a single
Cu-0 sheet within a repeated unit. Therefore, there is no
complication in these compounds due to the coexistence of
two or more types of Cu-0 planes as observed, for exam-
ple, in the Y-Ba-Cu-0 systems which have both pyrami-
dal sheets and chain(s). This feature is important to get
clear-cut observations about the Cu-0 network depen-
dence of the electronic structures by spectroscopic
methods.
Of particular interest among these are the compounds

which can sustain charge carriers in their CuOq sheets;
(a) La2 „Sr„Cu04 (T phase), (c) (La,Gd)2 Sr„Cu04
(T phase), and (d) Nd2-, Ce,Cu04 (T' phase).
These represent the three prototypical patterns of Cu-0
networks —i.e., octahedra, pyramids, and squares and are
all superconducting at a suitable doping level (e.g.,
x 0.15) with maximum T,'s of ca. 40, 35, and 25 K, re-
spectively. The important aspect is that the former two
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FIG. 1. Optical conductivity spectra of single crystals of Cu-
0 layered compounds. In all the spectra the light E vector is
parallel to the basal plane.

compounds associated with apical oxygens possess the
hole-type carriers (p type) and the T'-phase compound
with no apex only sustains the electron-type carriers (n
type). ' Such an observation about the types of charge
carriers in single-Cu02-sheet compounds may be general-
ized to the multisheet systems: Other superconductors
with pyramidal or octahedral Cu02 sheets all show hole-
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FIG. 3. Magnetic phase diagrams as a function of the
hole concentration per CuO2 sheet for La22xSrxCuO4 (open
symbols) and Y12xCaxBa2Cu3O6.02 (solid symbols). (a) In
regime I, two transitions are observed. The Néel temperatures
TN (squares), at which the Cu21 spins order into a 3D AF state
and a freezing transition of the spins of the doped holes at
Tf ≠ s815 Kdpsh (circles, including data from Ref. [7]). Tg
indicates a transition into a spin-glass-like state (up triangles,
regime II) with strong magnetic correlations which coexist
with superconductivity in regime III. Diamonds represent
the superconducting transition temperatures. (b) Doping
dependence of the normalized average internal magnetic field
at the muon site. The star at psh ≠ 0.12 represents the data
for La1.58Nd0.3Sr0.12CuO4. (c) The rms deviation DB. Data in
(b) and (c) are for T , 1 K.

understood in terms of a phase separated electronic state,
where the holes segregate into metallic domains leaving
mesoscopic hole poor regions with AF strongly correlated
Cu21 spins. The AF order then is limited mainly by finite
size effects [6,12,13], where the size L of the AF domains
is determined by the hole content, Lspshd , s1ypshd1y2.
The spin-glass temperature is then expected to vary as
Tg , L2spshd , 1ypsh [14], in qualitative agreement with
experiment. Unlike conventional spin glasses, the mag-
netic moments undergoing the glass transition arise from
extended AF correlated domains. Accordingly, this state
has been termed a “cluster spin glass.”
The spin glass regime extends far into the SC state

(regime III). For strongly underdoped SC samples with
0.06 , psh , 0.10, we still observe a freezing of the spin

degrees of freedom. Except for the somewhat smaller or-
dering temperature, the signature of the transition is the
same as for the non-SC samples in regime II. From the
amplitude of the rapidly damped muon spin polarization
[see Figs. 1(b) and 1(c)], we can obtain information about
the volume fraction of the magnetically correlated regions.
We find that all of the muons stopped inside the sample
experience a nonzero local magnetic field, which implies
that the magnetic order persists throughout the entire vol-
ume of the sample. The magnetic ground state may still
be inhomogeneous but the size of the nonmagnetic hole-
rich regions must be smaller than the typical length scale
(about 20 Å) of the mSR experiment. By decoupling ex-
periments in a longitudinal field we have confirmed the
static nature of the magnetic ground state [15]. From trans-
verse field measurements we find that the flux line lattice
which is formed below Tc . Tg extends throughout the
entire volume of the sample [16]. Note, that these re-
sults are markedly different from themSR results that have
been obtained on the “superoxide” La2CuO4.13, where long
range oxygen diffusion leads to macroscopic phase sepa-
ration with an average domain size of about 3000 Å [17].
In this compound, finite-size effects are negligible and the
hole-poor phase (40% of the volume fraction) displays a
temperature dependence and absolute values of the internal
fields identical to those in stoichiometric La2CuO4. Simul-
taneously, a flux line lattice forms only within the hole-rich
regions which accounts for the remaining 60% of the vol-
ume [18]. As described above, our presentmSR results are
fundamentally different and indicate a microscopic coexis-
tence of the AF and SC order parameter. We want to stress
that identical magnetic behavior is observed for both the
single layer system La,Sr-214 and the bilayer compound
Y,Ca-123.
The consistency of our results suggests that the coexis-

tence of SC and AF order is an intrinsic property of the
CuO2 planes and not an artifact of chemical or structural
impurities. Our data show that the strength of the AF
correlation is determined solely by the hole content of the
CuO2 planes and does not depend on the concentration
of dopant atoms. For a given hole content the number
of dopant atoms (Ca21 or Sr21) is twice the number in
Y,Ca-123 compared to La,Sr-214.
In contrast to Tg which evolves rather smoothly, the

internal magnetic field at the muon site exhibits a strong
change for psh ¯ 0.06 2 0.08 as one enters the SC
regime. The change in slope is rather significant and
indicates a distinct change in the ground state properties
of the CuO2 planes. From the mSR experiment alone,
we cannot decide whether it is the competition between
the AF and the SC order parameter or an underlying
change of the electronic properties of the CuO2 planes
which causes the suppression of the internal field. Further
experiments will be required in order to clarify if the SC
order parameter is affected by the static AF correlation.
Notably, the AF correlation is fully restored at psh ¯ 1

8 .
A depression of Tc at this hole concentration at first
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TN (squares), at which the Cu21 spins order into a 3D AF state
and a freezing transition of the spins of the doped holes at
Tf ≠ s815 Kdpsh (circles, including data from Ref. [7]). Tg
indicates a transition into a spin-glass-like state (up triangles,
regime II) with strong magnetic correlations which coexist
with superconductivity in regime III. Diamonds represent
the superconducting transition temperatures. (b) Doping
dependence of the normalized average internal magnetic field
at the muon site. The star at psh ≠ 0.12 represents the data
for La1.58Nd0.3Sr0.12CuO4. (c) The rms deviation DB. Data in
(b) and (c) are for T , 1 K.

understood in terms of a phase separated electronic state,
where the holes segregate into metallic domains leaving
mesoscopic hole poor regions with AF strongly correlated
Cu21 spins. The AF order then is limited mainly by finite
size effects [6,12,13], where the size L of the AF domains
is determined by the hole content, Lspshd , s1ypshd1y2.
The spin-glass temperature is then expected to vary as
Tg , L2spshd , 1ypsh [14], in qualitative agreement with
experiment. Unlike conventional spin glasses, the mag-
netic moments undergoing the glass transition arise from
extended AF correlated domains. Accordingly, this state
has been termed a “cluster spin glass.”
The spin glass regime extends far into the SC state

(regime III). For strongly underdoped SC samples with
0.06 , psh , 0.10, we still observe a freezing of the spin

degrees of freedom. Except for the somewhat smaller or-
dering temperature, the signature of the transition is the
same as for the non-SC samples in regime II. From the
amplitude of the rapidly damped muon spin polarization
[see Figs. 1(b) and 1(c)], we can obtain information about
the volume fraction of the magnetically correlated regions.
We find that all of the muons stopped inside the sample
experience a nonzero local magnetic field, which implies
that the magnetic order persists throughout the entire vol-
ume of the sample. The magnetic ground state may still
be inhomogeneous but the size of the nonmagnetic hole-
rich regions must be smaller than the typical length scale
(about 20 Å) of the mSR experiment. By decoupling ex-
periments in a longitudinal field we have confirmed the
static nature of the magnetic ground state [15]. From trans-
verse field measurements we find that the flux line lattice
which is formed below Tc . Tg extends throughout the
entire volume of the sample [16]. Note, that these re-
sults are markedly different from themSR results that have
been obtained on the “superoxide” La2CuO4.13, where long
range oxygen diffusion leads to macroscopic phase sepa-
ration with an average domain size of about 3000 Å [17].
In this compound, finite-size effects are negligible and the
hole-poor phase (40% of the volume fraction) displays a
temperature dependence and absolute values of the internal
fields identical to those in stoichiometric La2CuO4. Simul-
taneously, a flux line lattice forms only within the hole-rich
regions which accounts for the remaining 60% of the vol-
ume [18]. As described above, our presentmSR results are
fundamentally different and indicate a microscopic coexis-
tence of the AF and SC order parameter. We want to stress
that identical magnetic behavior is observed for both the
single layer system La,Sr-214 and the bilayer compound
Y,Ca-123.
The consistency of our results suggests that the coexis-

tence of SC and AF order is an intrinsic property of the
CuO2 planes and not an artifact of chemical or structural
impurities. Our data show that the strength of the AF
correlation is determined solely by the hole content of the
CuO2 planes and does not depend on the concentration
of dopant atoms. For a given hole content the number
of dopant atoms (Ca21 or Sr21) is twice the number in
Y,Ca-123 compared to La,Sr-214.
In contrast to Tg which evolves rather smoothly, the

internal magnetic field at the muon site exhibits a strong
change for psh ¯ 0.06 2 0.08 as one enters the SC
regime. The change in slope is rather significant and
indicates a distinct change in the ground state properties
of the CuO2 planes. From the mSR experiment alone,
we cannot decide whether it is the competition between
the AF and the SC order parameter or an underlying
change of the electronic properties of the CuO2 planes
which causes the suppression of the internal field. Further
experiments will be required in order to clarify if the SC
order parameter is affected by the static AF correlation.
Notably, the AF correlation is fully restored at psh ¯ 1
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dependence of the normalized average internal magnetic field
at the muon site. The star at psh ≠ 0.12 represents the data
for La1.58Nd0.3Sr0.12CuO4. (c) The rms deviation DB. Data in
(b) and (c) are for T , 1 K.
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the same as the 100-K spectra in which the 1220-cm!1 peak
almost disappears.
In order to assign the origin of the two-phonon peaks, the

Raman spectra are plotted in the single-phonon scale as well
as the two-phonon scale in Fig. 18. There is no single-
phonon peak corresponding to the 1296-cm!1 two-phonon
peak. Many experiments of infrared spectroscopy were
made.49,66–69 The TO !LO" phonon energies of the infrared
active A2u modes are 105!110", 146!180", 215!222",
367!470", and 645!664" and those of the Eu modes are
116!125", 188!199", 246!266", 351!420", and 595!637" at y
"6.66 Infrared active modes are usually screened by the itin-
erant carriers in metal. However, it was reported that the
electric fields of the Eu modes are not screened and can be
observed in the metallic phase.45 The TO phonon energies
250, 357, and 588 cm!1 at y"6.1 !Ref. 49" change to 275,
360, and 581 cm!1 at y"6.95.45 The small carrier-density
dependence of the highest-energy Eu mode is consistent with
the neutron-scattering experiment that the LO phonon energy
at k#0 changes from 594 cm!1 at y"6 to 580 cm!1 at y
"7.48 On the other hand, the neutron-scattering experiment
showsed that the energy of the $1 (% ,%) mode decreases
from 687 cm!1 at y"6 to 610 cm!1 at y"7.48 The energy
of the two-phonon Raman peak changes from 1296 cm!1 at
y"6.2 to 1241 cm!1 at y"6.46. Therefore the 1295-cm!1

two-phonon peak does not come from the Eu !LO" mode, but
from the $1 (% ,%) mode. This two-phonon peak can be
observed till y"6.63. The Raman spectra have no dominant
two-phonon peak at y#6.63. Recent neutron-scattering ex-
periments showed that the &1 phonon dispersion is very an-
isotropic along the a axis and the b!chain" axis in the ortho-
rhombic phase.70,71 The &1 mode energies at y"6.6 are 393,
461, and 582 cm!1 at (% ,0) and 411, 461, and 463 cm!1 at
(0,%). The &1 mode energies at y"7 are 145, 223, 265,
391, 465, and 523 cm!1 at (% ,0) and 147, 221, 265, 417,
447, and 452 cm!1 at (0,%). The large anisotropy may cause
difficulty in producing a large two-phonon peak. The large
dispersion of the &1 mode causes complex mode crossing.
The energies of the (% ,0) and (0,%) modes are shown in
Fig. 18. The correlation between these energies and the two-
phonon peak energies is not observed.
The disappearance of the $1 (% ,%) two-phonon peak oc-

curs at the 60-K phase. It is very different form the case of
LSCO in which the crossover of the dominant two-phonon
peak from $1 (% ,%) to &1 (% ,0) occurs at the optimum
carrier density x"0.15. This difference seems to be related
to the difference of the carrier density for the momentum
crossover of the superconducting coherent peak from
(%/2,%/2) to (% ,0).
Figure 19 shows the A1g phonon Raman spectra in

FIG. 9. B1g spectra in YBCO, LSCO, Bi2212, and Bi2201 at 300 K.
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Figure 1. Cartoon of bond-centered charge and spin stripes as alternating doped and undoped 2-leg ladders.
Arrows indicate ordered magnetic moments on Cu atoms (circles), with color changing between antiphase domains.
Blue intensity indicates hole density (with white = 0) on O sites (ellipses). The empty circles indicate the lack of
magnetic order on the charge stripes; the magnetic moments on the charge stripes are dynamic.

superconductivity is observed around a QCP associated with ferromagnetism [15–17],
charge-density-wave order [18–20], or even antiferromagnetism due to RKKY coupling
of f -electron moments [15, 16]. It is the soft quantum fluctuations of the dying order
parameter that drive the electron pairing in the vicinity of a QCP [21]. For cuprates,
there have been theoretical proposals for a QCP associated with antiferromagnetic [22],
charge-density-wave [23], current-loop [24], d-density-wave [25] and nematic [26, 27] or-
ders.
A problem with the QCP scenario is that it tends to imply a large density of coherent

carriers at high temperature, with a transition at a doping-dependent temperature T ⇤ to
a “pseudogapped” state. There is no experimental support for such a high-temperature
phase; the depressed density of states occurs over a large energy scale and involves largely
incoherent states, as will be discussed. Furthermore, there is no evidence for a phase-
transition-like onset of a pseudogap on reducing temperature.
As emphasized by Anderson [28], the superexchange interaction J underlying the an-

tiferromagnetism in the parent cuprates is a very short-range e↵ect driven by U ; it has
nothing to do with Bloch states. He also proposed that the two large interactions J and
U should dominate the electronic and magnetic properties of cuprates [29]. While I agree
with this idea, there is still the trick of how to explain the details. Anderson proposed
that the two-dimensionality and minimal spin S = 1/2 of the Cu moments would enable
quantum fluctuations to overwhelm the usual ordering tendencies, resulting in a resonat-
ing valence bond (RVB) state [13]. The pairing of Cu moments in singlets would somehow
lead to pairing of mobile carriers when holes were introduced. While this concept has
motivated much work by many theorists [30], some features of the mean-field analysis
disagree with experiment. For example, while the idea that singlet-triplet excitations
provide the pairing scale [31] is a good one, this energy does not continuously rise to its
maximum value at zero hole doping.
To make the connection between superexchange and pairing, we need to take account of

another insight. Emery and Kivelson (and coworkers) [32] pointed out a tendency towards
phase separation (and real-space segregation of holes and spins) when holes are intro-
duced into the antiferromagetic insulator, as described in a simplified variant (t-J model)
of the Hubbard model; such large-scale segregation is possible because of the neglect of
long-range Coulomb interactions. Inclusion of those interactions in an e↵ective model
provided evidence for periodic patterns of hole-rich and hole-poor (antiferromagnetic)
patches [33–35], including charge and spin stripes (see Fig. 1).2 With the experimental
discovery of stripe order in one specific cuprate family [40], a model of superconductivity
based on stripes was proposed [41]. An assumption of this model was that the magnetic
spin gap needed to induce pairing correlations within the charge stripes would come from
the hole-poor spin stripes [42]; that assumption appears to be incompatible with static

2Earlier Hartree-Fock and related calculations had provided solutions of charge and spin stripes [36–39]; however,
the charge stripes were always insulating.
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stripe order (SO) satellite reflections, the stripe correlations
between the planes, the melting of the stripe order, and the
compatibility with the generic stripe phase diagram. Further-
more, there is a great lack of information for x > 1/8 because
crystal growth becomes progressively more challenging with
increasing x.

These are the issues addressed in the present study on
La2−xBaxCuO4 single crystals with 0.095 ! x ! 0.155. We
have characterized the CO with high-energy single-crystal
x-ray diffraction (XRD), by probing the associated lattice
modulation.13,14,17 That a modulation of the electron density
truly exists has been demonstrated previously in Ref. 19 for
La1.875Ba0.125CuO4 by means of resonant soft x-ray scattering.
We have investigated the SO both in the traditional way, with
neutron diffraction (ND), as well as in a less conventional
way by tracing a recently identified weak ferromagnetic
contribution to the normal state magnetic susceptibility.51

The various structural phases have been studied mostly with
XRD, and to some extent with ND, and the SC phase was
analyzed with shielding and Meissner fraction measurements.
As a result, we obtain the temperature versus Ba-concentration
phase diagram displayed in Fig. 1. One of the key features
is that CO exists over the entire range of x that we have
studied, including the two bulk SC crystals with the lowest and
highest x and maximum Tc on the order of 30 K. According
to our quantitative analysis, the stripe order for these end
compositions is already extremely weak, while it is most
pronounced at x = 1/8. In the underdoped regime the CO
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FIG. 1. (Color online) Temperature vs hole-doping phase dia-
gram of La2−xBaxCuO4 single crystals. Onset temperatures: Tc of
bulk superconductivity (SC), TCO of charge stripe order (CO), TSO

of spin stripe order (SO), and TLT of the low-temperature structural
phases LTT and LTLO. At base temperature CO, SO, and SC coexist
at least in the crystals with 0.095 ! x ! 0.135. For x = 0.155 we
identified CO but not SO, and observe a mixed LTT and LTLO phase.
In the case of x = 0.095, very weak orthorhombic strain persists at
low T . For x = 0.165 we have measured Tc only, before the crystal
decomposed. Solid and dashed lines are guides to the eye. Although
TCO, TSO, and TLT for several x were also determined with XRD and
ND, most data points in this figure are from magnetic susceptibility
measurements. Here, only TSO for x = 0.095 is from ND and TCO

and TLT for x = 0.155 from XRD.

always disappears at the low-temperature structural transition,
and for three crystals we can show that it melts isotropically.
On the other hand, the onset of bulk SC left no noticeable mark
in our CO and SO data.

The rest of the paper is organized as follows: In Sec. II we
describe the experimental methods and the choice of reciprocal
lattice used to index the reflections. In Sec. III we present four
subsections dedicated to our results on crystal structure, CO,
SO, and SC. In Sec. IV we summarize the doping dependence
of the various properties as a function of the nominal and
an estimated actual Ba content, compare our results with the
literature, and in Sec. V finish with a short conclusion.

II. EXPERIMENTAL

A series of six La2−xBaxCuO4 single crystals with 0.095 !
x ! 0.155 has been grown at Brookhaven with the traveling-
solvent floating-zone method. Previously reported results on
some of the compositions, in particular on the x = 1/8 crystal,
have demonstrated a very high sample quality.20,34–36,44,51–55

Because the compositions of the single crystals can deviate
from their nominal stoichiometry (see Ref. 56), it has been
vital to measure the structure, stripe order, and SC on pieces
of the same crystal. In Fig. 2(a) we show the unit cell of the
high-temperature tetragonal (HTT) phase, with space group
I4/mmm. Although the supercells of the low-temperature
phases LTO (space group Bmab) and LTT (space group
P 42/ncm) have a

√
2 ×

√
2 larger basal plane rotated by 45◦,

we nevertheless specify the scattering vectors Q = (h,k,!) in
all phases in units of (2π/at ,2π/at ,2π/c) of the HTT cell with
lattice parameters at % 3.78 Å and c % 13.2 Å.57 In order to
express the orthorhombic strain s in the LTO phase, we will
refer to the lattice constants ao and bo of the LTO supercell,
which are larger than at by a factor of ∼

√
2.

The XRD experiments were performed with the triple-axis
diffractometer at wiggler beamline BW5 at DESY.58 To
create optimum conditions for studying the bulk properties
in transmission geometry, most samples were disk shaped
with a diameter (∼5 mm) significantly larger than the beam
size of 1 × 1 mm2, and a thickness (∼1 mm) close to the
penetration depth of the 100 keV photons (λ = 0.124 Å).
Counting rates are normalized to a storage ring current of
100 mA. To evaluate the x dependence of a superstructure
reflection relative to x = 0.125, we have normalized its inten-
sity with an integrated intensity ratio I (0.125)/I (x) of a nearby
fundamental Bragg reflection. For example, to normalize
the (1,0,0) and (2 + 2δ,0,5.5) reflections, we have applied
the factors I(200)(0.125)/I(200)(x) and I(206)(0.125)/I(206)(x)
of the (2,0,0) and (2,0,6) Bragg reflections, respectively.

The ND data for x = 0.115, 0.125, and 0.135 were
collected with the triple-axis spectrometer SPINS located at the
NIST Center for Neutron Research using beam collimations
of 55′-80′-S-80′-open (S = sample) with fixed final energy
Ef = 5 meV. The x = 0.095 crystal was studied at triple-axis
spectrometer HB-1 at the High Flux Isotope Reactor, Oak
Ridge National Laboratory, using beam collimations of 48′-
48′-S-40′-136′ with Ef = 14.7 meV. The cylindrical crystals,
with a typical weight between 5 and 10 g, were mounted
with their (h,k,0) zone parallel to the scattering plane. Doping
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Figure 1. Cartoon of bond-centered charge and spin stripes as alternating doped and undoped 2-leg ladders.
Arrows indicate ordered magnetic moments on Cu atoms (circles), with color changing between antiphase domains.
Blue intensity indicates hole density (with white = 0) on O sites (ellipses). The empty circles indicate the lack of
magnetic order on the charge stripes; the magnetic moments on the charge stripes are dynamic.

superconductivity is observed around a QCP associated with ferromagnetism [15–17],
charge-density-wave order [18–20], or even antiferromagnetism due to RKKY coupling
of f -electron moments [15, 16]. It is the soft quantum fluctuations of the dying order
parameter that drive the electron pairing in the vicinity of a QCP [21]. For cuprates,
there have been theoretical proposals for a QCP associated with antiferromagnetic [22],
charge-density-wave [23], current-loop [24], d-density-wave [25] and nematic [26, 27] or-
ders.
A problem with the QCP scenario is that it tends to imply a large density of coherent

carriers at high temperature, with a transition at a doping-dependent temperature T ⇤ to
a “pseudogapped” state. There is no experimental support for such a high-temperature
phase; the depressed density of states occurs over a large energy scale and involves largely
incoherent states, as will be discussed. Furthermore, there is no evidence for a phase-
transition-like onset of a pseudogap on reducing temperature.
As emphasized by Anderson [28], the superexchange interaction J underlying the an-

tiferromagnetism in the parent cuprates is a very short-range e↵ect driven by U ; it has
nothing to do with Bloch states. He also proposed that the two large interactions J and
U should dominate the electronic and magnetic properties of cuprates [29]. While I agree
with this idea, there is still the trick of how to explain the details. Anderson proposed
that the two-dimensionality and minimal spin S = 1/2 of the Cu moments would enable
quantum fluctuations to overwhelm the usual ordering tendencies, resulting in a resonat-
ing valence bond (RVB) state [13]. The pairing of Cu moments in singlets would somehow
lead to pairing of mobile carriers when holes were introduced. While this concept has
motivated much work by many theorists [30], some features of the mean-field analysis
disagree with experiment. For example, while the idea that singlet-triplet excitations
provide the pairing scale [31] is a good one, this energy does not continuously rise to its
maximum value at zero hole doping.
To make the connection between superexchange and pairing, we need to take account of

another insight. Emery and Kivelson (and coworkers) [32] pointed out a tendency towards
phase separation (and real-space segregation of holes and spins) when holes are intro-
duced into the antiferromagetic insulator, as described in a simplified variant (t-J model)
of the Hubbard model; such large-scale segregation is possible because of the neglect of
long-range Coulomb interactions. Inclusion of those interactions in an e↵ective model
provided evidence for periodic patterns of hole-rich and hole-poor (antiferromagnetic)
patches [33–35], including charge and spin stripes (see Fig. 1).2 With the experimental
discovery of stripe order in one specific cuprate family [40], a model of superconductivity
based on stripes was proposed [41]. An assumption of this model was that the magnetic
spin gap needed to induce pairing correlations within the charge stripes would come from
the hole-poor spin stripes [42]; that assumption appears to be incompatible with static

2Earlier Hartree-Fock and related calculations had provided solutions of charge and spin stripes [36–39]; however,
the charge stripes were always insulating.
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M. HÜCKER et al. PHYSICAL REVIEW B 83, 104506 (2011)

stripe order (SO) satellite reflections, the stripe correlations
between the planes, the melting of the stripe order, and the
compatibility with the generic stripe phase diagram. Further-
more, there is a great lack of information for x > 1/8 because
crystal growth becomes progressively more challenging with
increasing x.

These are the issues addressed in the present study on
La2−xBaxCuO4 single crystals with 0.095 ! x ! 0.155. We
have characterized the CO with high-energy single-crystal
x-ray diffraction (XRD), by probing the associated lattice
modulation.13,14,17 That a modulation of the electron density
truly exists has been demonstrated previously in Ref. 19 for
La1.875Ba0.125CuO4 by means of resonant soft x-ray scattering.
We have investigated the SO both in the traditional way, with
neutron diffraction (ND), as well as in a less conventional
way by tracing a recently identified weak ferromagnetic
contribution to the normal state magnetic susceptibility.51

The various structural phases have been studied mostly with
XRD, and to some extent with ND, and the SC phase was
analyzed with shielding and Meissner fraction measurements.
As a result, we obtain the temperature versus Ba-concentration
phase diagram displayed in Fig. 1. One of the key features
is that CO exists over the entire range of x that we have
studied, including the two bulk SC crystals with the lowest and
highest x and maximum Tc on the order of 30 K. According
to our quantitative analysis, the stripe order for these end
compositions is already extremely weak, while it is most
pronounced at x = 1/8. In the underdoped regime the CO
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FIG. 1. (Color online) Temperature vs hole-doping phase dia-
gram of La2−xBaxCuO4 single crystals. Onset temperatures: Tc of
bulk superconductivity (SC), TCO of charge stripe order (CO), TSO

of spin stripe order (SO), and TLT of the low-temperature structural
phases LTT and LTLO. At base temperature CO, SO, and SC coexist
at least in the crystals with 0.095 ! x ! 0.135. For x = 0.155 we
identified CO but not SO, and observe a mixed LTT and LTLO phase.
In the case of x = 0.095, very weak orthorhombic strain persists at
low T . For x = 0.165 we have measured Tc only, before the crystal
decomposed. Solid and dashed lines are guides to the eye. Although
TCO, TSO, and TLT for several x were also determined with XRD and
ND, most data points in this figure are from magnetic susceptibility
measurements. Here, only TSO for x = 0.095 is from ND and TCO

and TLT for x = 0.155 from XRD.

always disappears at the low-temperature structural transition,
and for three crystals we can show that it melts isotropically.
On the other hand, the onset of bulk SC left no noticeable mark
in our CO and SO data.

The rest of the paper is organized as follows: In Sec. II we
describe the experimental methods and the choice of reciprocal
lattice used to index the reflections. In Sec. III we present four
subsections dedicated to our results on crystal structure, CO,
SO, and SC. In Sec. IV we summarize the doping dependence
of the various properties as a function of the nominal and
an estimated actual Ba content, compare our results with the
literature, and in Sec. V finish with a short conclusion.

II. EXPERIMENTAL

A series of six La2−xBaxCuO4 single crystals with 0.095 !
x ! 0.155 has been grown at Brookhaven with the traveling-
solvent floating-zone method. Previously reported results on
some of the compositions, in particular on the x = 1/8 crystal,
have demonstrated a very high sample quality.20,34–36,44,51–55

Because the compositions of the single crystals can deviate
from their nominal stoichiometry (see Ref. 56), it has been
vital to measure the structure, stripe order, and SC on pieces
of the same crystal. In Fig. 2(a) we show the unit cell of the
high-temperature tetragonal (HTT) phase, with space group
I4/mmm. Although the supercells of the low-temperature
phases LTO (space group Bmab) and LTT (space group
P 42/ncm) have a

√
2 ×

√
2 larger basal plane rotated by 45◦,

we nevertheless specify the scattering vectors Q = (h,k,!) in
all phases in units of (2π/at ,2π/at ,2π/c) of the HTT cell with
lattice parameters at % 3.78 Å and c % 13.2 Å.57 In order to
express the orthorhombic strain s in the LTO phase, we will
refer to the lattice constants ao and bo of the LTO supercell,
which are larger than at by a factor of ∼

√
2.

The XRD experiments were performed with the triple-axis
diffractometer at wiggler beamline BW5 at DESY.58 To
create optimum conditions for studying the bulk properties
in transmission geometry, most samples were disk shaped
with a diameter (∼5 mm) significantly larger than the beam
size of 1 × 1 mm2, and a thickness (∼1 mm) close to the
penetration depth of the 100 keV photons (λ = 0.124 Å).
Counting rates are normalized to a storage ring current of
100 mA. To evaluate the x dependence of a superstructure
reflection relative to x = 0.125, we have normalized its inten-
sity with an integrated intensity ratio I (0.125)/I (x) of a nearby
fundamental Bragg reflection. For example, to normalize
the (1,0,0) and (2 + 2δ,0,5.5) reflections, we have applied
the factors I(200)(0.125)/I(200)(x) and I(206)(0.125)/I(206)(x)
of the (2,0,0) and (2,0,6) Bragg reflections, respectively.

The ND data for x = 0.115, 0.125, and 0.135 were
collected with the triple-axis spectrometer SPINS located at the
NIST Center for Neutron Research using beam collimations
of 55′-80′-S-80′-open (S = sample) with fixed final energy
Ef = 5 meV. The x = 0.095 crystal was studied at triple-axis
spectrometer HB-1 at the High Flux Isotope Reactor, Oak
Ridge National Laboratory, using beam collimations of 48′-
48′-S-40′-136′ with Ef = 14.7 meV. The cylindrical crystals,
with a typical weight between 5 and 10 g, were mounted
with their (h,k,0) zone parallel to the scattering plane. Doping
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zero, and it is “ultraquantum” because the magnitude of Rs cannot be
explained by the usual semiclassical models. Another important obser-
vation is that the Hall coefficient RH is negligible below 15 K for the full
field range (see Fig. 1B and fig. S2), a behavior expected in a superfluid of
bosonic Cooper pairs but that survives even in the UQM phase.

Before proceeding to the high-field results, we first consider the tem-
perature dependence ofRs in zero field. It is known from previous work
that the anisotropy between the c-axis resistivity, rc, and the in-plane
resistivity, rab, is ∼104 near 40 K and rises to ∼105 below the onset of
2D superconducting correlations (14). This large anisotropy makes the
measurement of rabquite sensitive to sample imperfections. The inset of
Fig. 2 shows the sample configuration; the current is directly injected
into the CuO2 planes, and the voltage probes contact the edges of those
same planes. If there is a slightmisorientation of the crystal such that the
c axis is not precisely perpendicular to the current direction, then a small
fraction of the current pathwill be along the c axis,making themeasure-
ment sensitive to rc.With that preface, consider themeasurements ofRs
shown in Fig. 2 for two samples, A and B, with results from voltage
contacts on both sides of A, labeled A1 and A2. The responses observed
forA1 andA2 are consistentwith previouswork (14): a slight jump inRs
and change in slope at 56 K, corresponding to a well-known structural

transition and the coincident charge stripe ordering (8, 18), and a large
decrease below∼36 K indicating themean-field transition to 2D super-
conductivity. In contrast, sample B shows a distinct behavior, with a
larger magnitude of Rs at high temperature, a significant enhancement
of resistance on cooling, and a peak in resistivity at 29 K. Such behavior,
which resembles that of rc (14) and has been reproduced in other
samples, indicates a contribution from rc consistent with a mis-
orientation of ∼1.5° (see the Supplementary Materials for further de-
tails). The differences between samples A and B, while unintended,
provide valuable information regarding the field-dependent behavior.

Next, we consider the magnetic field dependence of Rs measured at
various fixed temperatures. Data forA1, A2, andBup to 35T are shown
in Fig. 3 (A toC).At low temperature, we find that the data collapsewith
a simple ad hoc scaling determined by characteristic fieldsH3D andH2D.
We defineH3D to be the field at which we detect an initial onset of finite
resistivity, indicating loss of 3D superconducting order. H2D

corresponds to the midrange of the reentrant 2D superconductivity,
as discussed below (in practice, it was determined by the corresponding
local maximum in Rs for A2). Figure 3 (D to F) shows Rs plotted versus
(H − H2D)/DH, where DH = H2D − H3D. Here, we see that all three da-
tasets are identical up toH3D. For A1, Rs then returns to zero for a finite
range of field. In the same region, B shows a rise to greater than 4RQ,
consistent with the insulating behavior in the rc contribution due to
putative PDW order and 2D superconductivity (16, 17).

The unexpected behavior occurs for A2, where Rs virtually plateaus
at RQ for H ∼ H2D; however, it is also a consistent response for a 2D
superconductor in a strongmagnetic field. The field penetrates the sam-
ple as magnetic flux quanta that are screened by vortices of supercon-
ducting current. If the vortices are pinned by a combination of
quenched disorder and electromagnetic interactions between layers
(17, 24), then Rs will be zero (as observed for A1); on the other hand,
if the vortices are not pinned in one part of the sample, then dissi-
pation will be observed (as for A2). In a model for the field-driven
superconductor-insulator transition in disordered 2D superconductors,
a boson-vortex duality has been proposed, which predicts that Rs = RQ
when the vortices can flow freely, provided thatRH = 0 (25, 26) as in the
present case.

The quantized vortices are only defined when a locally coherent
supercurrent is present. A 2D superconductor can only be ordered
in the limit of zero current (27); with a finite current, we weaken
the superconducting correlations and introduce a finite resistance.

0.35 1 10 50

0

10

20

30

0

1

2

µ
H

(T
)

T (K)

H
H

H

3D SC

2D 

A

B

R s
(R

Q
)

1 100.35 50

0

2

4

6

R H
(×

10
–3

cm
3 /C

)

T (K)

T T

UQM

Fig. 1. Phase diagram of La2–xBaxCuO4 with x = 0.125 in terms of sheet
resistance and Hall coefficient. (A) Interpolated color contour plot of the sheet
resistance Rs as a function of temperature and magnetic field. Black vertical marks
indicate measurement temperatures. The regimes of 3D and 2D superconductivity
(SC) with zero electrical resistance are labeled; the UQM phase occurs at fields
above the dotted line. Characteristic fields H3D, H2D, and HUQM (defined in the
text) are overplotted as solid, dashed, and dotted white lines, respectively (these
results are for sample A1; for an analogous plot for sample A2, see fig. S1). (B) Hall
coefficient as a function of temperature, with error bars obtained by averaging
over the entire field range (0 to 35 T; see fig. S2) at each temperature. RH is
effectively zero below 15 K, as expected for a superconductor, and it rises to
the normal-state magnitude around ∼40 K. The upper dashed line indicates the
magnitude of RH that would be expected in a one-band system with a nominal
hole density of 0.125. Results are from sample A, as described in the text.
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Fig. 2. Sheet resistance in zero magnetic field. Rs as a function of temperature
for samples A (circles) and B (squares). Inset shows sample and standard four-
probe measurement configuration. Sample A has voltage contacts on two edges,
resulting in measurements labeled A1 and A2. The difference between samples A
and B is consistent with a small c-axis contribution to the resistance of B due to a
slight misorientation of the c axis.
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Figure 3. Diagonal stripe order as observed in La2�xSrxNiO4 with x = 1/3. Arrows indicate relative
spin orientations on Ni sites (circles), with color change indicating antiphase domains. Blue shading
indicates distribution of doped holes on O sites (ellipses).

In 214 cuprates, the stripe orientation rotates from diagonal to bond-parallel, and
superconductivity appears for x & 0.05 [5,10,15]. The stripe order is stabilized by coupling
to lattice anisotropy, with the strongest stripe order correlated with a strong suppression
of three-dimensional superconducting order at x ⇡ 1/8 [4,9]. The static spin order and
the low-energy magnetic excitations correspond to the antiphase spin-stripe domains of
Figure 1; an example is shown in Figure 2b. The absence of any other low-energy magnetic
excitations indicates that the spin degrees of freedom on the charge stripes are gapped. The
size of the gap at QAF, apparent in Figure 2c, is ⇠50 meV, above which commensurate AF
excitations appear [50]; the effective correlation length for the high-energy excitations is
only about one lattice spacing [49]. (A two-component picture of the magnetic excitations
was also proposed in [51].)

We can reconcile the variations in the magnetic spectra through the model indicated
schematically in Figure 4. If the charge stripes are centered on a row of bridging O atoms,
then the charge stripes are effectively 2-leg spin ladders that are decoupled from the
neighboring spin stripes due to frustration of the AF coupling [22]. An undoped spin
ladder is a spin liquid [52], with a spin gap that can be as large as J/2 [23]. The hole
concentration in the 2-leg ladder picture of the charge stripes is 25%. With an effective J
of ⇠100 meV [50], the holes form pairs so as to avoid exciting the spins across the large
spin gap. As illustrated in Figure 4, the spins can be viewed as forming a resonating-
valence-bond (RVB) state of nearest-neighbor singlets. Theoretical analysis indicates that
the singlet-triplet excitation energy is essentially the pairing scale for the doped holes, and
the pairs have d-wave-like character [24,53].

Figure 4. Cartoon of cuprate spin stripe order at p = 1/8, with resulting pairing correlations within
the charge stripes, as proposed in [22]. Here, only Cu sites are shown. Arrows indicate ordered spins;
blue circles are doped holes; ellipses are spin singlets on pairs of Cu sites.

Note that the RVB state of the 2-leg ladder is a gapped spin liquid, in contrast to the
gapless quantum spin liquid of Anderson’s proposed RVB for the 2D square lattice [54]. It is
closer to the short-range RVB of Kivelson, Rokshar, and Sethna [55], in which a coupling
to nearest-neighbor bond-length fluctuations (Peierls mechanism) stabilizes the singlet

La2-xSrxNiO4 with x = 1/3

Gapless 1D spin excitations


La2-xBaxCuO4 with x = 1/8

Large spin gap on charge stripes
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FIG. 1. Temperature dependence of various measured quantities
for LSNO x = 0.33: Blue circles, magnetic susceptibility χ (T ),
measured with an in-plane field of 1 T [10], divided by χ0 = C/(T +
18.6 K) with C = 0.28 emu mol−1 K−1; gray line, fit to the real part
of the dielectric function, ε ′, measured at a frequency of 10 kHz
with the electric field parallel to the planes [14]; purple diamonds,
spin-flip neutron cross section relative to the non-spin-flip response
measured with neutron polarization analysis at Q = ( 2

3 , 0, 1), nor-
malized at the base temperature [13]; violet squares, peak intensity
of the 1D magnetic scattering measured for excitations of 2 meV,
normalized at 2 K [9].

To make sense of the temperature-dependent changes in
the spin correlations, we have to take into account evidence
for stripe freezing from other techniques. In particular, mea-
surements of the dynamic polarizability indicate a frequency-
dependent freezing that occurs near 50 K for measurements
at 10 kHz [14,21]. Evidence for spin freezing at a similar
temperature comes from NMR measurements on the analog
compound La2NiO4.17 [22]. We propose that the freezing
of both charge and spin degrees of freedom is necessary to
realize the 1D spin correlations in the Ni-centered charge
stripes, and that the freezing is reflected in the changes in the
distribution of spin orientations that we observe.

The rest of the paper is organized as follows. The exper-
imental methods are described in the next section, followed
by a presentation of the results and analysis in Sec. III. A
discussion of the implications of the results is given in Sec. IV,
followed by our conclusions. The Appendix contains some
formulas used in the analysis.

II. EXPERIMENTAL METHODS

Neutron scattering measurements were performed on the
time-of-flight Hybrid Spectrometer (HYSPEC) at BL-14B at

FIG. 2. (a) Schematic diagram of features in reciprocal space: Black circles, nuclear Bragg peaks; red circles, overlapping spin and charge
stripe Bragg peaks; orange dashed lines, intersection of the sheets of scattering from individual spin stripes with the L = 0 plane; gray shading
indicates the region probed experimentally. (b) Inelastic scattering at h̄ω = 3 ± 1 meV and T = 5 K. (c) Difference between the scattering
measured at 5 K and 70 K for h̄ω = 3 ± 1 meV. (d) Similar to (c), but plotting in the (H,−0.8, L) plane, providing evidence that there are 2D
sheets of scattering.

195122-2
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NATURE AND IMPACT OF STRIPE FREEZING IN … PHYSICAL REVIEW B 100, 195122 (2019)

(a)

(b)

FIG. 3. Schematic diagrams of charge and spin order for (a) Ni-
centered stripes and (b) O-centered stripes. Circles indicate Ni sites
and arrows indicate ordered moments; ellipses correspond to O sites
and gray shading indicates location of doped holes. The intensity
of the gray shading reflects the number of O sites over which a
single hole is shared: Four in (a) and two in (b). Red filled/open
arrows indicate antiphase spin stripes. Gray arrows in (a) indicate
relative spin correlations along the charge stripes; these correlations
are purely dynamic [9]. Height of arrows indicates effective spin size,
as discussed in the text.

the Spallation Neutron Source, Oak Ridge National Labora-
tory [23]. The cylindrical single crystal (4 cm in length, 0.6 cm
in diameter) of LSNO x = 0.33 was grown at Brookhaven
by the traveling-solvent floating-zone method and was the
subject of a previous neutron-scattering study [24]. The sam-
ple was mounted in a Displex closed-cycle cryostat in an
orientation such that wave vectors Q = (H, K, 0) were in
the horizontal scattering plane, with the c-axis vertical and
perpendicular to the incident beam. To probe inelastic scatter-
ing, an incident energy Ei of 27 meV was selected together
with a chopper frequency of 420 Hz, resulting in an energy
resolution !E ∼ 0.4 meV for energy transfer h̄ω = 0. The
detector vessel was positioned at 33◦ to cover horizontal
scattering angles from 3◦ to 63◦. To map excitations in a
volume of reciprocal space, the sample was rotated over a
range of 150◦ in steps of 0.5◦. For elastic scattering studies,
we used Ei = 50 meV and a chopper frequency of 300 Hz,
with corresponding energy resolution !E ∼ 1.25 meV for
h̄ω = 0; this allowed us to cover an L range of ±1.1 reciprocal
lattice units. Data were collected for two detector positions,
33◦ and 34.5◦, with sample rotations over a 60◦ range in steps
of 0.5◦. (The two detector positions are used to compensate
for detector gaps.) Data analysis was done with the DAVE [25],
Mantid [26], and HORACE [27] software packages.

LSNO has a tetragonal crystal structure with space group
I4/mmm, but the analysis is more straightforward when using

a doubled unit cell volume corresponding to space group
F4/mmm; we will do so here. In this case, a = b = 5.42 Å
and c = 12.7 Å, and we will use reciprocal lattice units (rlu)
(2π/a, 2π/a, 2π/c). The scattering features of interest are
illustrated schematically in Fig. 2(a); these will be discussed
in more detail in the next section.

Determination of the relative intensities of the elastic
magnetic peaks was done by integrating the total intensity
within a cylindrical volume of radius 0.15 rlu in the (H, K )
plane about each spin-order peak, and extending to ±0.25
rlu in L. To determine the background, signal was integrated
in contiguous volumes adjacent in the transverse in-plane
direction; note that the background tends to vary significantly
with |Q| but much less with Q̂ = Q/Q. This background was
subtracted from the total integrated intensity to obtain the
integrated intensity of each peak.

III. RESULTS AND ANALYSIS

Based on previous studies of related nickelate samples
[16,28,29], we expect that the stripe order is locally unidi-
rectional; however, because the average crystal structure is
tetragonal, we average over stripe twin domains. For one
domain, peaks due to charge and spin order are allowed at
Q = G + gco and G + gso for nuclear Bragg peaks G, with
gco = (2ε, 0, L) and gso = (1 ± ε, 0, L). For LSNO x = 0.33,
it happens that ε = 0.33, so that the charge and spin peaks
overlap [5,6,9,24]. The magnetic scattering is strongest at
small Q, while the charge-order signal only becomes signif-
icant at larger Q [24,30]. In the following, we focus on rela-
tively small Q and ignore charge-order contributions, treating
them as a systematic error.

We start by showing that the 1D excitations are distinct
from the 3D magnetic order that originates from the spin
stripes; instead, they are consistent with antiferromagnetic
correlations among moments residing in charge stripes cen-
tered on Ni sites, in which each Ni moment is reduced by a
low-spin hybridization with a doped hole. We then focus on
the thermal evolution of the 3D magnetic order.

Within the (H, K, 0) plane, the inelastic 1D scattering
shows up as lines running along H and centered at K = m +
0.5 for integer m; the response from the twin domain is rotated
by 90◦, as indicated in Fig. 2(a). An actual measurement at
5 K, integrating excitations between 2 and 4 meV, is shown
in Fig. 2(b). The strongest scattering comes from acoustic
phonons about the nuclear Bragg peaks; there are also spuri-
ous arcs of scattering near these peaks due to Bragg scattered
neutrons that have been scattered a second time, possibly from
the front detector window. Next strongest are the spin exci-
tations dispersing from the spin-order wave vectors [31,32].
The weakest excitations are the lines of 1D scattering that
appear to form a square grid. On warming, the 1D excitations
lose intensity, while the spin-stripe excitations, corresponding
to normal modes of the spin-stripe order, grow in intensity.
Hence, by subtracting a measurement at 70 K from the 5 K
data, we obtain Fig. 2(c). Here, the 1D signal is positive, while
the signal about the spin-order peaks is negative (similar to the
acoustic phonons). To confirm that the 1D scattering is truly
one dimensional, Fig. 2(d) shows that the inelastic signal at
H = n + 0.5 (n integer) is independent of L.
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zone, making use of the rotated coordinate system indicated at the
bottom of Fig. 1. The magnetic scattering is centred on Q 0

AF (where
the prime 0 denotes wave vectors in the rotated system). At 6meV,
we can clearly see the four incommensurate peaks, corresponding
to fluctuations about the ordered stripe state. These low-
energy results are similar to what is observed in superconducting
La22xSrxCuO4 (ref. 22). By 36meV, the signal has dispersed inwards

towards Q 0
AF, nearly forming a ring about that point. A simple

commensurate peak is found at 55meV.
Using a spin-wave model, we would expect the 36-meV data to

look something like Fig. 3a: four rings centred on the incommen-
surate wave vectors, representing cuts through the spin-wave
dispersion cones. This picture is quite different from the experi-
mental results. The behaviour at higher energies is even more
striking. At 105meV, the excitations have started to disperse out-
wards, but note the new shape: it is roughly a diamond, with points
rotated 458 from the incommensurate wave vectors. This diamond
continues to grow at 120 and 160meV. Overall, the evolution of
the magnetic scattering with energy looks very similar to that
measured by Hayden et al.9 in superconducting YBa2Cu3O6.6 (see
Fig. 2 in ref. 9).

Figure 3 Simulations of constant-energy slices. a, Spin-wave model for "q ¼ 36meV.

b–g, Two-leg ladder model, discussed in the text, using J ¼ 100meV. For b–g, the
d-functions in frequency are replaced by lorentzians with energy width G ¼ 0.2J. In all

cases, we have averaged over both orientations (horizontal and vertical) of stripes or spin

ladders, and have integrated over the same energy ranges as in Fig. 2.

Figure 2 Constant-energy slices through the experimentally measured magnetic
scattering from La1.875Ba0.125CuO4. Intensity, measured at T ¼ 12 K (.T c), is plotted in

false colour within a single antiferromagnetic zone (compare Fig. 1m and n). Energy has

been integrated over the ranges indicated by the error bars, and Q dependence has been

convolved with a gaussian function to reduce scatter. Panels a–c were measured with an
incident neutron energy E i ¼ 80meV, panels d–g with E i ¼ 240meV, and panel h with
E i ¼ 500meV. (In addition to the magnetic scattering, there are also features due to

phonons, and ‘background’ from single- and multiple-phonon scattering.) The sample

consisted of four crystals, with a total mass of 58 g, grown by the travelling-solvent

floating-zone method at Brookhaven. Magnetic susceptibility measurements on pieces

cut from the ends of each crystal show that T c is generally less than 3 K, but at one end of

each of two crystals it is close to 6 K. The crystal quality was first checked on the BT-9

spectrometer at the National Institute of Standards and Technology (NIST) Center for

Neutron Research in Gaithersburg, Maryland, and the mounting and alignment were

performed on the KSD spectrometer at the JRR-3M reactor in Tokai, Japan. For the

experiment at the MAPS spectrometer, the co-aligned crystals were oriented with their c

axes parallel to the incident beam.
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The dispersion measured alongQ 0 ¼ (1 þ q, q, 0) is presented in
Fig. 4b. Another interesting quantity to consider is the function
S(q), obtained by integrating the magnetic scattering intensity
S(Q,q) over Q. The results are shown in Fig. 4a. With increasing
energy, S(q) initially decreases, and then rises to a broad peak near
50–60meV. At higher energies, S(q) gradually decreases. These
results are qualitatively similar to earlier results on La22xSrxCuO4

(ref. 23).
One generally determines the nature of magnetic fluctuations

from the ordered state with which they are associated. In the case of
La2CuO4, the high-energy spin waves are clearly associated with the
antiferromagnetic order. Although the excitations in our sample are
clearly different from semiclassical spin waves, we nevertheless
expect them to be associated with the stripe order indicated by
magnetic and charge-order superlattice peaks13.

Is there a simple way to interpret our observations? If, for the
moment, we ignore the low-energy incommensurate scattering, the
finite-energy peak in S(q) suggests that we are measuring singlet–
triplet excitations of decoupled spin clusters. Given the stripe order
in our sample, an obvious candidate for such a cluster would be one
of the magnetic domains shown in Fig. 1a and b, corresponding to
what is commonly called a two-leg spin ladder (Fig. 1c). (This name
refers to the pattern formed by the exchange paths between the
magnetic ions.) A spin ladder has the following interesting proper-
ties24. The superexchange J between neighbouring spins keeps them
antiparallel, but there is no static order at any temperature. This
fluctuating, correlated state is said to be quantum disordered. There
is a substantial energy gap (,0.5 J) to the first excited state, and the
excitations disperse only along the ladder direction, not along the
rungs (see Fig. 1e).

To compare with experiment, we have calculated simulated
spectra, see Fig. 3b–e, using the single-mode approximation for
the scattering function of a spin ladder with isotropic exchange
(I. Zaliznyak, unpublished work).

SðQ;qÞ<ð"qqk Þ21½sin2ðqka=2Þ þ sin2ðq’a=2Þ&

£ ½dðq2qqk Þ2 dðqþqqk Þ&
Here, qk is measured parallel to the ladder, q’ is along the rungs,
and the dispersion qq k, which is proportional to J, is given by ref. 25
(see Fig. 1e). Parts of this scattering function have been tested in
measurements of ladder excitations on Sr14Cu24O41 (ref. 26). In the
simulations, we see that the most intense signal has a diamond
shape that disperses outward with energy, similar to the right-hand
side of Fig. 2.
The calculated and measured S(q) and q(q) are compared in

Fig. 4a and b, respectively. The agreement is remarkable considering
the simplicity of the model. The energy scale for the dispersion is set
by a single parameter, J, and the value of J is only modestly reduced
from that in the parent compound, La2CuO4. The downward
dispersion below 50meV can be modelled by allowing weak
coupling between the ladders, through the charge stripes, as
demonstrated by the unpublished simulations of R. Konik and
F. Essler.
For completeness, we note that dispersions with similarities to

our data have also been obtained in weak-coupling, itinerant-
electron calculations27,28. Although this approach does provide a
possible alternative explanation of our results, using it to explain the
observed energy scale for the excitations would require fine tuning
of parameters4, and the weak-coupling approach also does not
explain the charge order in our sample. Thus, we believe that the
ladder model, within the stripe picture, provides a more compelling
explanation of the results. Given the similarity with recent measure-
ments9,10 on YBa2Cu3O6þx, together with the evidence for spatially-
anisotropic magnetic excitations in detwinned YBa2Cu3O6þx

(ref. 29), our results provide support for the concept that charge
inhomogeneity, possibly dynamic in nature, is essential to achieve
superconductivity with a high transition temperature in copper
oxides5,11. A
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Figure 4 Experimental results for integrated magnetic scattering and dispersion of the
excitations. a, S(q), as defined in the text. Circles denote the E i ¼ 80meV data set;

squares denote E i ¼ 240meV; diamonds denote E i ¼ 500meV. In distinguishing the

magnetic scattering from other signals, care was taken to avoid strong contributions from

phonon branches at 20 and 47meV. To obtain only the spin-dependent behaviour, we

have corrected for the anisotropic magnetic form factor30. Further investigation is

required to determine whether or not the sharp feature at 42meV is actually magnetic.

b, Dispersion measured along Q 0 ¼ (1 þ q, q), with the assumption of symmetry

about q ¼ 0. Red lines in a and b are calculated from the two-leg spin ladder model with

the same parameters as in Fig. 3. The black dashed line in a is a lorentzian to describe
the low energy signal, and the red dot-dashed line is the sum of the other two curves.

Vertical ‘error’ bars in a and b indicate the energy range over which data were

integrated, while horizontal bars in b indicate the half-widths in q of the fitted gaussian

peaks.
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The dispersion measured alongQ 0 ¼ (1 þ q, q, 0) is presented in
Fig. 4b. Another interesting quantity to consider is the function
S(q), obtained by integrating the magnetic scattering intensity
S(Q,q) over Q. The results are shown in Fig. 4a. With increasing
energy, S(q) initially decreases, and then rises to a broad peak near
50–60meV. At higher energies, S(q) gradually decreases. These
results are qualitatively similar to earlier results on La22xSrxCuO4

(ref. 23).
One generally determines the nature of magnetic fluctuations

from the ordered state with which they are associated. In the case of
La2CuO4, the high-energy spin waves are clearly associated with the
antiferromagnetic order. Although the excitations in our sample are
clearly different from semiclassical spin waves, we nevertheless
expect them to be associated with the stripe order indicated by
magnetic and charge-order superlattice peaks13.

Is there a simple way to interpret our observations? If, for the
moment, we ignore the low-energy incommensurate scattering, the
finite-energy peak in S(q) suggests that we are measuring singlet–
triplet excitations of decoupled spin clusters. Given the stripe order
in our sample, an obvious candidate for such a cluster would be one
of the magnetic domains shown in Fig. 1a and b, corresponding to
what is commonly called a two-leg spin ladder (Fig. 1c). (This name
refers to the pattern formed by the exchange paths between the
magnetic ions.) A spin ladder has the following interesting proper-
ties24. The superexchange J between neighbouring spins keeps them
antiparallel, but there is no static order at any temperature. This
fluctuating, correlated state is said to be quantum disordered. There
is a substantial energy gap (,0.5 J) to the first excited state, and the
excitations disperse only along the ladder direction, not along the
rungs (see Fig. 1e).

To compare with experiment, we have calculated simulated
spectra, see Fig. 3b–e, using the single-mode approximation for
the scattering function of a spin ladder with isotropic exchange
(I. Zaliznyak, unpublished work).

SðQ;qÞ<ð"qqk Þ21½sin2ðqka=2Þ þ sin2ðq’a=2Þ&

£ ½dðq2qqk Þ2 dðqþqqk Þ&
Here, qk is measured parallel to the ladder, q’ is along the rungs,
and the dispersion qq k, which is proportional to J, is given by ref. 25
(see Fig. 1e). Parts of this scattering function have been tested in
measurements of ladder excitations on Sr14Cu24O41 (ref. 26). In the
simulations, we see that the most intense signal has a diamond
shape that disperses outward with energy, similar to the right-hand
side of Fig. 2.
The calculated and measured S(q) and q(q) are compared in

Fig. 4a and b, respectively. The agreement is remarkable considering
the simplicity of the model. The energy scale for the dispersion is set
by a single parameter, J, and the value of J is only modestly reduced
from that in the parent compound, La2CuO4. The downward
dispersion below 50meV can be modelled by allowing weak
coupling between the ladders, through the charge stripes, as
demonstrated by the unpublished simulations of R. Konik and
F. Essler.
For completeness, we note that dispersions with similarities to

our data have also been obtained in weak-coupling, itinerant-
electron calculations27,28. Although this approach does provide a
possible alternative explanation of our results, using it to explain the
observed energy scale for the excitations would require fine tuning
of parameters4, and the weak-coupling approach also does not
explain the charge order in our sample. Thus, we believe that the
ladder model, within the stripe picture, provides a more compelling
explanation of the results. Given the similarity with recent measure-
ments9,10 on YBa2Cu3O6þx, together with the evidence for spatially-
anisotropic magnetic excitations in detwinned YBa2Cu3O6þx

(ref. 29), our results provide support for the concept that charge
inhomogeneity, possibly dynamic in nature, is essential to achieve
superconductivity with a high transition temperature in copper
oxides5,11. A
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Figure 4 Experimental results for integrated magnetic scattering and dispersion of the
excitations. a, S(q), as defined in the text. Circles denote the E i ¼ 80meV data set;

squares denote E i ¼ 240meV; diamonds denote E i ¼ 500meV. In distinguishing the

magnetic scattering from other signals, care was taken to avoid strong contributions from

phonon branches at 20 and 47meV. To obtain only the spin-dependent behaviour, we

have corrected for the anisotropic magnetic form factor30. Further investigation is

required to determine whether or not the sharp feature at 42meV is actually magnetic.

b, Dispersion measured along Q 0 ¼ (1 þ q, q), with the assumption of symmetry

about q ¼ 0. Red lines in a and b are calculated from the two-leg spin ladder model with

the same parameters as in Fig. 3. The black dashed line in a is a lorentzian to describe
the low energy signal, and the red dot-dashed line is the sum of the other two curves.

Vertical ‘error’ bars in a and b indicate the energy range over which data were

integrated, while horizontal bars in b indicate the half-widths in q of the fitted gaussian

peaks.
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Spin stripe order competes with uniform SC
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Pair-Density-Wave Modulation
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Figure 14. Top: schematic of uniform d-wave pair wave function, emphasizing that the hole density is largely on
the oxygen sites and the pair wave function changes sign when rotated by 90� (blue = positive, orange = negative).
Bottom: schematic pair wave function of the pair-density-wave order, which has the same period as the magnetic
order but with a shifted phase. Middle panels show the modulations of the PDW state and the spin-stripe order.

rise followed by saturation at Rs ⇡ 2RQ in an ultra-quantum-metal (UQM) phase.37 The
loss of 3D order is presumably due to vortex motion; the reentrant 2D superconductivity
is assumed to be of PDW character with a re-pinning of vortices, as charge-stripe order
has not been observed to weaken in a magnetic field. The Hall coe�cient is essentially
zero over the full range of fields for T < 16 K, indicating particle-hole symmetry and
suggesting that pair correlations may survive within the charge stripes even after sup-
pression of superconducting phase order. Allowing for disorder, this could be evidence of
a Bose metal phase [274]. In any case, it suggests that the charge stripes do not interfere
with pairing, but do strongly impact the superconducting phase order.
Related behavior is also found in LBCO x = 0.095. Here, stripe order is somewhat

reduced in amplitude and bulk superconductivity appears at Tc = 32 K. Nevertheless,
perturbing the system with either a c-axis magnetic field [275, 276] or substitution of 1%
Zn [277, 278] enhances the stripe order and induces decoupling of the superconducting
layers. Other cuprate systems that exhibit stripe order also show evidence for layer de-
coupling and PDW order [50, 279], such as Nd-doped LSCO [280], Eu-doped LSCO [281],
and even LSCO at x = 0.125 [282]. In an alternative direction, the 2D superconductivity
in LBCO x = 0.115 can be pushed toward 3D order by suitable application of strain
[283]. Going beyond single-layer cuprates, decoupling of superconducting bilayers in a
c-axis magnetic field has been observed in crystals of La2�xCa1+xCu2O6 with zero-field
Tc as high as 54 K [284]; stripe order has not been directly detected there, but the spin

37The name “ultra-quantum metal” is meant to convey the idea that we have a metallic phase that cannot be
understood within a semi-classical model.
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458 J. M. Tranquada

Figure 14. Top: schematic of uniform d-wave pair wave function, emphasizing that the hole density is
largely on the oxygen sites and the pair wave function changes sign when rotated by 90◦ (distinct shades
indicate opposite signs; online: blue = positive, orange = negative). Bottom: schematic pair wave function
of the pair-density-wave order, which has the same period as the magnetic order but with a shifted phase.
Middle panels show the modulations of the PDW state and the spin-stripe order.

remains large (and continues to grow with cooling); the susceptibility remains positive when
a weak magnetic field is applied parallel to the planes, demonstrating the absence of Joseph-
son currents between planes, which would be needed to shield the field [45,177]. With further
cooling, nonlinear voltage vs. current relations provide evidence [45] for a 2D ordering of
the superconducting phase through a Kosterliz-Thouless transition [272]. Only at a tempera-
ture of !5 K (which is quite sensitive to sample composition) does 3D bulk diamagnetism
develop.

This behavior has been rationalized through the proposal that pair-density-wave (PDW) super-
conducting order develops within the charge stripes [47,273]. In this state, shown schematically
in Figure 14, the superconducting wave function oscillates from positive to negative in going
from one charge stripe to the next; because the pinning of the charge stripes by the lattice
anisotropy rotates 90◦ from one layer to the next, the interlayer Josephson coupling is frustrated.

Interlayer Josephson coupling 

is frustrated.

Berg et al., PRL 99, 127003 (2007)

Agterberg et al., ARCMP 11, 231 (2020)
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La1.875Ba0.125CuO4 (which has the strongest zero-field CDW order).
With increasing doping, the LSCO CDW becomes somewhat stronger
for x= 0.17 and drops appreciably for x= 0.21 (see Supplementary
note 4). Consequently, CDW correlations can have an appreciable
effect on the physics of LSCOx for dopings through xc.

DISCUSSION
Figure 4 summarizes our main observations—that CDW correla-
tions exist far into the overdoped regime of the cuprate phase
diagram. This immediately yields three important consequences
for LSCO. Firstly, very similar CDW properties are observed either
side of the Lifshitz transition. This provides a vivid demonstration
that CDW correlations cannot be explained within a weak
coupling FS nesting picture nor Friedel oscillations. Instead, the
nearly constant QCDW for dopings x ≥ 0.125 support strong
coupling mechanisms, which date back to seminal work in the
late 1980s2–4. In these mechanisms, one considers the balance
between Coulomb interactions and kinetic energy. When doping a
Mott insulator, holes can save energy by clustering together as
this breaks fewer magnetic bonds than widely dispersed holes. At
the same time, this clustering is disfavored by the increased
Coulomb repulsion and kinetic energy reduction. Since these
different interactions act on different lengthscales, the overall
minimum energy solution is expected to involve a spatially
modulated state. Modern numerical solutions of the Hubbard
model further support this idea41–43 and models based on filled
stripes can reproduce a doping-independent CDW wavevector
from x= 1/8 to x= 1/444. We also note that precursor CDW

correlations are emerging as a ubiquitous feature for many
cuprates, including LSCO in this study, underdoped LBCO40,
underdoped and optimally doped YBCO33, underdoped Bi221245,
and HgBa2CuO4+δ

46. In underdoped and optimally doped YBCO,
the precursor correlations appear to exist at the same wavevector
around 0.3 r.l.u. different to the doping-dependent low-tempera-
ture CDW33. It would consequently be interesting to consider a
possible role for strong coupling mechanisms for all cuprates. An
obviously desirable experiment would be to test whether other
cuprates, such as YBCO, also exhibit CDW correlations up to
similarly high dopings as LSCO. Such experiments are, however,
currently held back by challenges in stabilizing high-quality
heavily overdoped YBCO crystals. The robust presence of CDW
correlations in LSCO seen here as a function of temperature and
doping, as well as the fact that model Hamiltonian calculations
reliably predict CDW correlations41–43, would point towards their
likely presence. The issue of differing wavevectors in different
cuprates would, however, not necessarily be solved by such an
experiment. In this regard, it is important to point out the low-
temperature ordering wavevector can be influenced by coupling
between the CDW and spin correlations or coupling between the
CDW and the lattice, as has been suggested theoretically47, so
differences in CDW wavevectors could arise from secondary
interactions rather than necessarily indicating a distinct origin for
the correlations. Prior work has pointed towards this as a possible
explanation for temperature-induced changes in CDW wavevector
in LBCO32.
A second immediate conclusion is that the continuous

evolution of the CDW correlations is inconsistent with the
proposed QCP that is associated with xc arising from CDW or
coupled CDW/spin density wave order6,10. Such theories can still
be excluded even if one postulates a very narrow range of
criticality around xc, since they require either a disappearance or a
symmetry change of the CDW through xc.
Last but not least, the disappearance of CDW in

LSCO25 suggests that the CDW dome in LSCO terminates
between x= 0.21 and 0.25, where the Fermi-liquid behavior starts
to recover21,24,25. This is, again, consistent with a strong coupling
CDW mechanism as Coulomb repulsion is largely screened in the
Fermi-liquid state. We note that in LSCO, the structural high-
temperature tetragonal to low-temperature orthorhombic (LTO)
phase transition also terminates near x= 0.2148. It has been
argued that the local LTO distortion may help to stabilize the
CDW49. The persistence of CDW correlations up to x= 0.21
observed in this study is consistent with this scenario and
indicates that electron-phonon coupling might be an important
ingredient for the CDW formation38,39.
The observations herein also urge a re-examination of the

potential role of CDWs in the anomalous electronic properties of
the cuprates. CDW correlations are a prerequisite (but not a proof)
of several prominent theories of cuprate properties, which would
be expected to apply across the phase diagram and not just in the
underdoped region where CDW correlations have been studied
extensively in the past. This include the possibility that CDW
correlations play a key role in the electronic transport proper-
ties6,10. Theories of pair density wave order1,31,50,51, which predict
competition between the CDW and uniform d-wave super-
conductivity, also fall into this category. As shown in Fig. 3,
neither the CDW peak intensity nor the CDW correlation length
shows the type of divergent-behavior associated with a typical
phase transition. This behavior is consistent with a possible
fluctuating CDW component, potentially influencing cuprate
transport properties24–27,33.
Finally, we note that a charge Bragg peak has recently been

observed in overdoped (Bi, Pb)2.12Sr1.88CuO6+δ (Bi2201), with a
maximum doping comparable to that observed here19. This state,
termed re-entrant charge order, has several properties that are
different to CDW states in LSCO and other cuprates. Re-entrant
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Fig. 4 Illustration of the extent of CDW correlations in the cuprate
phase diagram suggested by this work. Green-yellow tones
represent our main result—the presence of CDW correlations, from
0.12 < x < 0.21. Green denotes the precursor CDW, which appear at
high temperature and which have a correlation length of
approximately one CDW period32,33,39,40. At lower temperature, the
correlations start to grow into larger CDW domains, as evidenced by
the increased correlation length, which we denote by the yellow
tone. Red points mark where the correlation length starts to
increase. This should be considered an approximate cross-over and
not over-interpreted as a well-defined phase transition. At lower
temperatures still, bulk d-wave superconductivity intervenes at TSC
whereupon both the CDW amplitude and the correlation length
saturate or start to decrease. The doping dependence reveals an
anticorrelation between Tξ and TSC, providing evidence for an
interaction between the CDW and superconductivity. This is
illustrated by the cartoon in the bottom of the diagram in which
superconducting pairing (green spin pairs) suppress the CDW
(yellow solid and dashed sinusoidal curves). The CDW intensity
disappears in heavily overdoped LSCO25, where a Fermi-liquid-like
state is recovered (Supplementary notes 3 and 5). The red diamonds
reflect the present study. Pink squares and green circles are data
from previous work16,17,36,52.
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here for the metals is the same (!1 eV !A) as that for the
propagating spin waves in the parent insulator [1].
Figure 4(b) shows the peak width, which above 20 meV
is indistinguishable in the normal and SC phases; at lower
energies, the excitations become more coherent in the SC
state [7].

Figure 3(a) displays peak intensities, including data
from the same crystals obtained at the RITA spectrome-
ter, Risø, Denmark. As observed previously, supercon-
ductivity redistributes the spectral weight from energies
below the spin gap " " 7 meV, to higher energies [7].
What is new is that we are able now to see the full extent
of the redistribution. The net effect is to produce a peak in
!00#Q; !$ centered at 12% 2 meV, although the redistrib-
ution takes place for energies up to about 30 meV.
Figure 3(b) presents the local susceptibility !00#!$ calcu-
lated by integrating the response over the 2D Brillouin
zone. In the SC phase, !00#!$ is peaked at 18% 2 meV,
with a half width at half maximum of 12% 2 meV. The
normal state mean-squared fluctuating moment [12], cal-
culated from !00#!$ up to 40 meV, is hm2i " 0:062%
0:005 "2

B#CuO2$&1 and is unchanged on cooling through
Tc. In other words, the spectral weight removed by the
opening of the spin gap is preserved and merely shifted to
higher energy. A similar shift of spectral weight leads to
the formation of a commensurate ‘‘resonance’’ at Q "
##;#$ in lightly doped YBa2Cu3O6'x [12,13]. In the case
of LSCO, the amount of spectral weight shifted is
$hm2i " 0:010% 0:005 "2

B#CuO2$&1, of the same order
as $hm2i " 0:03 "2

B#CuO2$&1, in the resonance of
YBa2Cu3O6:6 [12]. That the spectral weight in LSCO is

conserved already up to 40 meV makes the existence of
the long sought after higher frequency commensurate
resonance as in YBCO [14–16] very improbable.

It has often been stated that the IC fluctuations in
LSCO are dispersionless and a pathology of this single
layer material [3,6]. We argue here that this view is
incorrect, even though at first glance YBCO displays a
quite different magnetic response. Below Tc, !00#Q; !$ is
dominated by a resonance peak at Q " ##;#$ (Eres "
41 meV in the case of optimal doping) [14–16]. Subse-
quent work revealed that at lower energies, E< Eres, the
response becomes IC [2,3,17]. Here we have discovered
that the IC response in LSCO is dispersive and remark-
ably similar to that of YBCO6:85 as shown in Fig. 4(c).
The main difference between the two systems is that the
spectral weight redistribution in LSCO takes place well
below the energy where the IC modes begin to merge
[Fig. 4(d)]. In YBCO, the larger spin gap results in spec-
tral weight being pushed into the region where the IC
modes merge, forming a sharp peak-like response.

While our data resemble those for YBCO, they differ
from those for conventional magnets, even with long-
period order. For example, La1:69Sr0:31NiO4 [18] displays
two sharply defined modes emanating symmetrically
from each IC wave vector as indicated by the solid lines
in Fig. 4(d). More recently, a study [19] of nonsupercon-
ducting La1:875Ba0:125CuO4 reported asymmetric disper-
sion, but did not specifically address the line shape, and
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FIG. 3 (color online). (a) Energy dependence of !$#!$, the
fitted peak intensity of !00#Q; !$ at Q$ for LSCO x " 0:16 in
units of "2

B eV&1 f:u:&1 [see Eq. (1)]. Superconducting phase,
filled symbols; normal phase, open symbols. MAPS data,
squares; triple-axis data, diamonds. (b) Local susceptibility
!00#!$. Symbols as in (a). Lines are guides to the eye. The
region 24–28 meV was found to be strongly contaminated by
phonon scattering and was not analyzed.
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FIG. 4 (color online). (a) Incommensurability $ in LSCO.
Squares: MAPS, LSCO x " 0:16. Triangles: MAPS, LSCO
x " 0:10. Diamonds: RITA, LSCO x " 0:16. Filled symbols,
superconducting phase; open symbols, normal state. (b) Energy
dependence of the peak half width. Symbols as in (a).
(c) Comparison of $ for the superconducting phases of opti-
mally doped LSCO symbols as in (a) and YBCO6:85 (circles,
[17]), and half the wave vector of the electronic excita-
tions (stars, [4]) observed along the #1; 0$ direction in
Bi2Sr2CaCu2O8'$ using STM. (d) Dispersion of the excitations
in LSCO. Shaded regions represent the fitted FWHM. Solid
lines show the spin-wave velocity of La2CuO4 with J "
156 meV [1]. Open circle: YBCO6:6 [16].
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FIG. 5. Q-integrated χ ′′(ω) for (a) x = 0.17 and (b) x = 0.21
at base temperature and T = 36 K; the energy bin width is twice
as large for the x = 0.21 results to compensate for the different
sample orientation with respect to the spectrometer. Difference in
χ ′′(ω) between base temperature and 36 K for (c) x = 0.17 and (d)
x = 0.21. (The differences were taken using data without phonon
correction, as the phonon contribution cancels almost completely.)
In the latter, the experimental !spin, discussed in the text, is indicated
in red.

Our definition of the spin gap is different from what has
been used previously. In two early studies of LSCO x = 0.15,
the gap was defined as the energy below which the magnetic
signal is essentially zero, yielding a gap of 3.5 meV [34,35]. In
another pair of studies on LSCO x = 0.14 [36] and x = 0.163

FIG. 6. Analysis of !χ ′′ = χ ′′(5 K) − χ ′′(36 K) for LSCO x =
0.17. Constant-energy slices of !χ ′′ for (a) h̄ω = 6 meV and (b)
15 meV. (c) and (d) The corresponding cuts obtained after integrating
over K within the range denoted by the dashed white lines in (a)
and (b); a constant background difference has been subtracted. The
dashed lines in (c) and (d) are fitted Gaussian peaks used to evaluate
the magnetic contribution to !χ ′′(ω).

[37], the measured χ ′′ was fit with formulas having parallels
with electronic spectroscopy, yielding gaps of 6 and 6.7 meV,
respectively. Given the current state of theory for the cuprates,
we are not aware of any generally accepted definition of
the spin gap. We believe that our choice of definition is
appropriate for comparison with results taken from electronic
spectroscopies (see below). Applying our definition to the data
in [37] yields !spin ≈ 9 meV.

Comparing with χ ′′(ω) at 36 K, we note that the amount
of spectral weight that shifts through the superconducting
transition is small (consistent with previous observations of
limited weight in the “resonance” peak [38]), and !spin occurs
in a range where the spectral weight in the normal state
is already weak. This raises the question as to whether the
energy cost of gapping low-energy spin fluctuations limits the
coherent superconducting gap !c.

C. Comparing with the coherent superconducting gap

To test this idea, we need to compare !spin with measure-
ments of !c. While ARPES studies have provided evidence
for a coherent gap scale associated with the normal-state
Fermi arc [16,17], Raman scattering data are available for a
larger variety of cuprates. In particular, Raman spectra with
B2g symmetry probe electronic states near the d-wave gap
node, and measurements below Tc yield an intensity peak at
"(B2g ) = 2!c. Raman studies on LSCO find that "(B2g ) is
essentially independent of doping for a significant range of
x and corresponds to !c ≈ 8 meV for x = 0.15 and 0.17
[39,40]. (We will assume an uncertainty of ±15% in the
values of !c estimated from Raman results, as the peak at
"B2g

tends to have significant width.) Andreev reflection data
suggest that this trend extends out to x = 0.2 [41]. Hence, we
find that !c ≈ !spin, within the experimental uncertainties,
for our LSCO samples.

This result suggests that low-energy ungapped spin fluctu-
ations may limit the coherent superconducting gap. If this is
true for LSCO, it ought to be true for other cuprates as well.
We evaluate the latter next.

D. Testing the relationship on other cuprates

We have gone through the literature and identified studies
of various cuprates that allow a reasonable estimate for !spin.
The results are listed in Table I, where we also report values
for Ecross, as defined in Fig. 1(b). We note that, in all cases,
χ ′′(ω) is weak in the normal state at and below h̄ω = !spin.

Raman scattering studies on YBa2Cu3O6+x ,
Bi2Sr2CaCu2O8+δ , and HgBa2CuO4+δ have found that
2!c ≈ 6kTc [55,56], which allows us to estimate !c from Tc.
For HgBa2CuO4+δ , we chose to interpolate the results of Li
et al. [57], while for Nd1.85Ce0.15CuO4, Blumberg et al. [58]
found 2!c = 4.4kTc.

We plot !c and Ecross vs !spin in Fig. 7. We find that !c !
!spin for all studied cuprates, whereas Ecross does not show a
simple universal relationship with either !spin or !c. (The fly
in the ointment is LSCO, where Ecross is comparable to that
of other cuprates but !c and !spin are much smaller.) Where
there is a spin gap present in the normal state that is already
larger than !c, as in the case of underdoped HgBa2CuO4+δ
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TABLE I. Results for the spin gap and Ecross for a variety of
cuprates; p/n corresponds to an estimate of the doped hole/electron
concentration. Values in parentheses are uncertainties in (meV).

Tc !spin Ecross

Compound p/n (K) (meV) (meV) Refs.

YBa2Cu3O6+x 0.10 59 15(5) 32.5 [42]
0.11 62.7 20(5) 34 [43]
0.16 93 28(5) 41 [44]
0.17 92.5 27(5) 41 [45]

Bi2Sr2CaCu2O8+δ 0.16 93 32(3) 43 [46]
0.18 91 30(5) 40 [47]
0.19 87 32(5) 42 [48]
0.20 83 30(4) 38 [49]
0.21 70 24(5) 34 [50]

HgBa2CuO4+δ 0.10 71 28(5) 50 [51]
0.13 88 40(5) 59 [52]

La2−xSrxCuO4 0.16 38.5 8(1) 45 [29,37]
0.17 37 9(1) 45 this work
0.21 30 9(1) this work

Nd2−xCexCuO4 0.15 25 4.5(1) [53,54]

[51,52], the spin fluctuations do not limit the development of
superconducting coherence, and there is no significant shift in
magnetic spectral weight across Tc.
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FIG. 7. Plot of !c and Ecross vs !spin, corresponding to the data
and references in Table I.

We note that analysis of in-plane tunneling measurements
on YBa2Cu3O6+x with Tc ≈ 90 K yield !c = 28(3) meV
[59]. While this value of !c is slightly larger than the value
of 23 meV estimated from Tc, it is still compatible with
!c ! !spin given the !spin values listed in Table I and taking
uncertainties into account.

IV. DISCUSSION

Our focus on the spin gap and its relation to the coher-
ent superconducting gap differs from more commonly dis-
cussed relationships, so we will try to put it in perspective.
Many early theoretical analyses of magnetic excitations in
metallic cuprates started from a weak-coupling approach,
analyzing the spin response in terms of the excitation of
free electrons across the Fermi surface, with interactions
treated in the random-phase approximation [60–63]. When
the superconducting gap opens, the interactions can pull spin
excitations below 2!0 (the lower bound for spin excita-
tions of noninteracting electrons), resulting in a spin reso-
nance peak [21,64–66]. Such a model appeared to give a
reasonable description of initial experimental results on the
enhancement of commensurate magnetic excitations below
Tc in YBa2Cu3O6+x [67–69] and Bi2Sr2CaCu2O8+δ [46,49].
Of course, these early studies only probed commensurate
scattering near Ecross; later studies established the dispersion
away from Ecross and the presence of that dispersion in the
normal state [42,43,47,51,70–73]. Furthermore, it has been
demonstrated that the dispersion evolves continuously from
the antiferromagnetic-insulator phase, where one has local
Cu moments coupled by superexchange [6,74,75]. Recent nu-
merical studies of dynamical correlations in Hubbard models
with on-site Coulomb repulsion comparable to the bandwidth
support this perspective [76,77]. Thus, there is good reason to
believe that the antiferromagnetic excitations detected by neu-
tron scattering across the phase diagram are predominantly
from local Cu moments coupled by superexchange [78].

As noted by Anderson [22], the superexchange interaction
does not involve quasiparticles. Hence, the interaction of
quasiparticles with the spin correlations is inevitably strong.
Non-Fermi-liquid behavior can result from charge carriers
scattering off of spin fluctuations [79]. The impact of such in-
teractions is evident in the transport properties of cuprates. For
example, deviations from ρ ∼ T in YBa2Cu3O6+x correspond
to the onset of the gap in antiferromagnetic spin fluctuations
observed by nuclear magnetic resonance [80–82].

Millis et al. [83] showed for a d-wave superconductor that
spin fluctuations with energies below a critical threshold are
pair breaking. Dahm and Scalapino [84] recently analyzed the
dependence of the superconducting gap and transition tem-
perature on χ ′′(Q,ω) for underdoped YBa2Cu3O6+x , using
experimentally determined spin-fluctuation data [85]. They
found that the spin excitations that disperse upwards from
Ecross enhance Tc, while those below Ecross tend to be bad for
superconductivity.

Those theoretical results are consistent with the empirical
evidence that the presence of low-energy spin fluctuations
correlates with a reduced Tc; however, they do not directly
address the relationship between !spin and !c. To understand
that, we note that when a spin gap is present, quasiparticles
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FIG. 5. Q-integrated χ ′′(ω) for (a) x = 0.17 and (b) x = 0.21
at base temperature and T = 36 K; the energy bin width is twice
as large for the x = 0.21 results to compensate for the different
sample orientation with respect to the spectrometer. Difference in
χ ′′(ω) between base temperature and 36 K for (c) x = 0.17 and (d)
x = 0.21. (The differences were taken using data without phonon
correction, as the phonon contribution cancels almost completely.)
In the latter, the experimental !spin, discussed in the text, is indicated
in red.

Our definition of the spin gap is different from what has
been used previously. In two early studies of LSCO x = 0.15,
the gap was defined as the energy below which the magnetic
signal is essentially zero, yielding a gap of 3.5 meV [34,35]. In
another pair of studies on LSCO x = 0.14 [36] and x = 0.163

FIG. 6. Analysis of !χ ′′ = χ ′′(5 K) − χ ′′(36 K) for LSCO x =
0.17. Constant-energy slices of !χ ′′ for (a) h̄ω = 6 meV and (b)
15 meV. (c) and (d) The corresponding cuts obtained after integrating
over K within the range denoted by the dashed white lines in (a)
and (b); a constant background difference has been subtracted. The
dashed lines in (c) and (d) are fitted Gaussian peaks used to evaluate
the magnetic contribution to !χ ′′(ω).

[37], the measured χ ′′ was fit with formulas having parallels
with electronic spectroscopy, yielding gaps of 6 and 6.7 meV,
respectively. Given the current state of theory for the cuprates,
we are not aware of any generally accepted definition of
the spin gap. We believe that our choice of definition is
appropriate for comparison with results taken from electronic
spectroscopies (see below). Applying our definition to the data
in [37] yields !spin ≈ 9 meV.

Comparing with χ ′′(ω) at 36 K, we note that the amount
of spectral weight that shifts through the superconducting
transition is small (consistent with previous observations of
limited weight in the “resonance” peak [38]), and !spin occurs
in a range where the spectral weight in the normal state
is already weak. This raises the question as to whether the
energy cost of gapping low-energy spin fluctuations limits the
coherent superconducting gap !c.

C. Comparing with the coherent superconducting gap

To test this idea, we need to compare !spin with measure-
ments of !c. While ARPES studies have provided evidence
for a coherent gap scale associated with the normal-state
Fermi arc [16,17], Raman scattering data are available for a
larger variety of cuprates. In particular, Raman spectra with
B2g symmetry probe electronic states near the d-wave gap
node, and measurements below Tc yield an intensity peak at
"(B2g ) = 2!c. Raman studies on LSCO find that "(B2g ) is
essentially independent of doping for a significant range of
x and corresponds to !c ≈ 8 meV for x = 0.15 and 0.17
[39,40]. (We will assume an uncertainty of ±15% in the
values of !c estimated from Raman results, as the peak at
"B2g

tends to have significant width.) Andreev reflection data
suggest that this trend extends out to x = 0.2 [41]. Hence, we
find that !c ≈ !spin, within the experimental uncertainties,
for our LSCO samples.

This result suggests that low-energy ungapped spin fluctu-
ations may limit the coherent superconducting gap. If this is
true for LSCO, it ought to be true for other cuprates as well.
We evaluate the latter next.

D. Testing the relationship on other cuprates

We have gone through the literature and identified studies
of various cuprates that allow a reasonable estimate for !spin.
The results are listed in Table I, where we also report values
for Ecross, as defined in Fig. 1(b). We note that, in all cases,
χ ′′(ω) is weak in the normal state at and below h̄ω = !spin.

Raman scattering studies on YBa2Cu3O6+x ,
Bi2Sr2CaCu2O8+δ , and HgBa2CuO4+δ have found that
2!c ≈ 6kTc [55,56], which allows us to estimate !c from Tc.
For HgBa2CuO4+δ , we chose to interpolate the results of Li
et al. [57], while for Nd1.85Ce0.15CuO4, Blumberg et al. [58]
found 2!c = 4.4kTc.

We plot !c and Ecross vs !spin in Fig. 7. We find that !c !
!spin for all studied cuprates, whereas Ecross does not show a
simple universal relationship with either !spin or !c. (The fly
in the ointment is LSCO, where Ecross is comparable to that
of other cuprates but !c and !spin are much smaller.) Where
there is a spin gap present in the normal state that is already
larger than !c, as in the case of underdoped HgBa2CuO4+δ
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TABLE I. Results for the spin gap and Ecross for a variety of
cuprates; p/n corresponds to an estimate of the doped hole/electron
concentration. Values in parentheses are uncertainties in (meV).

Tc !spin Ecross

Compound p/n (K) (meV) (meV) Refs.

YBa2Cu3O6+x 0.10 59 15(5) 32.5 [42]
0.11 62.7 20(5) 34 [43]
0.16 93 28(5) 41 [44]
0.17 92.5 27(5) 41 [45]

Bi2Sr2CaCu2O8+δ 0.16 93 32(3) 43 [46]
0.18 91 30(5) 40 [47]
0.19 87 32(5) 42 [48]
0.20 83 30(4) 38 [49]
0.21 70 24(5) 34 [50]

HgBa2CuO4+δ 0.10 71 28(5) 50 [51]
0.13 88 40(5) 59 [52]

La2−xSrxCuO4 0.16 38.5 8(1) 45 [29,37]
0.17 37 9(1) 45 this work
0.21 30 9(1) this work

Nd2−xCexCuO4 0.15 25 4.5(1) [53,54]

[51,52], the spin fluctuations do not limit the development of
superconducting coherence, and there is no significant shift in
magnetic spectral weight across Tc.

0 10 20 30 40
0

10

20

30

40

50

60

70

80
∆c Ecross

La2-xSrxCuO4

YBa2Cu3O6+δ

HgBa2CuO4+δ

Bi2Sr2CaCu2O8+δ

Nd
2-x

Ce
x
CuO

4-δ

E
(m

eV
)

∆spin (meV)

FIG. 7. Plot of !c and Ecross vs !spin, corresponding to the data
and references in Table I.

We note that analysis of in-plane tunneling measurements
on YBa2Cu3O6+x with Tc ≈ 90 K yield !c = 28(3) meV
[59]. While this value of !c is slightly larger than the value
of 23 meV estimated from Tc, it is still compatible with
!c ! !spin given the !spin values listed in Table I and taking
uncertainties into account.

IV. DISCUSSION

Our focus on the spin gap and its relation to the coher-
ent superconducting gap differs from more commonly dis-
cussed relationships, so we will try to put it in perspective.
Many early theoretical analyses of magnetic excitations in
metallic cuprates started from a weak-coupling approach,
analyzing the spin response in terms of the excitation of
free electrons across the Fermi surface, with interactions
treated in the random-phase approximation [60–63]. When
the superconducting gap opens, the interactions can pull spin
excitations below 2!0 (the lower bound for spin excita-
tions of noninteracting electrons), resulting in a spin reso-
nance peak [21,64–66]. Such a model appeared to give a
reasonable description of initial experimental results on the
enhancement of commensurate magnetic excitations below
Tc in YBa2Cu3O6+x [67–69] and Bi2Sr2CaCu2O8+δ [46,49].
Of course, these early studies only probed commensurate
scattering near Ecross; later studies established the dispersion
away from Ecross and the presence of that dispersion in the
normal state [42,43,47,51,70–73]. Furthermore, it has been
demonstrated that the dispersion evolves continuously from
the antiferromagnetic-insulator phase, where one has local
Cu moments coupled by superexchange [6,74,75]. Recent nu-
merical studies of dynamical correlations in Hubbard models
with on-site Coulomb repulsion comparable to the bandwidth
support this perspective [76,77]. Thus, there is good reason to
believe that the antiferromagnetic excitations detected by neu-
tron scattering across the phase diagram are predominantly
from local Cu moments coupled by superexchange [78].

As noted by Anderson [22], the superexchange interaction
does not involve quasiparticles. Hence, the interaction of
quasiparticles with the spin correlations is inevitably strong.
Non-Fermi-liquid behavior can result from charge carriers
scattering off of spin fluctuations [79]. The impact of such in-
teractions is evident in the transport properties of cuprates. For
example, deviations from ρ ∼ T in YBa2Cu3O6+x correspond
to the onset of the gap in antiferromagnetic spin fluctuations
observed by nuclear magnetic resonance [80–82].

Millis et al. [83] showed for a d-wave superconductor that
spin fluctuations with energies below a critical threshold are
pair breaking. Dahm and Scalapino [84] recently analyzed the
dependence of the superconducting gap and transition tem-
perature on χ ′′(Q,ω) for underdoped YBa2Cu3O6+x , using
experimentally determined spin-fluctuation data [85]. They
found that the spin excitations that disperse upwards from
Ecross enhance Tc, while those below Ecross tend to be bad for
superconductivity.

Those theoretical results are consistent with the empirical
evidence that the presence of low-energy spin fluctuations
correlates with a reduced Tc; however, they do not directly
address the relationship between !spin and !c. To understand
that, we note that when a spin gap is present, quasiparticles
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 Ecross ~ 0.4J 
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because it is possible both to vary the hole concentration in
a controlled fashion and to grow sufficiently large crystals
with the floating-zone technique, as previously demon-
strated by Luo et al. [21]. We prepared single crystals of
Bi2201 with x ¼ 0:2, 0.3, 0.4, and 0.5. The actual con-
centrations of Bi and Sr were determined by inductively-
coupled plasma (ICP) atomic emission spectroscopy
(AES), and the hole densities were determined by measure-
ments of the Hall coefficient at 200 K, following [22,23];
the results are listed in Table I. The correspondence
between p and x is consistent with the previously reported
results based on measurements of the Fermi-surface vol-
ume by angle-resolved photoemission spectroscopy [24].
Based on magnetic susceptibility measurements, spin-
glass-like behavior was observed below 3 K for x ¼ 0:4
[25] and below 4 K for x ¼ 0:5; neither magnetic order nor
diamagnetism were detected above 2 K in the x ¼ 0:3 and
0.2 samples. According to Luo et al. [21], the supercon-
ducting transition temperature, Tc, is "1 K at x ¼ 0:2,
rising up to a maximum of 9 K at x ¼ 0:05, as shown
in Fig. 1(a). The reduced Tc in this system compared to
La substitution for Sr is likely associated with structural
disorder [26].

Most of the inelastic neutron scattering measurements
were performed on the thermal triple-axis spectrometer
TOPAN installed at reactor JRR-3, Japan Atomic Energy
Agency (JAEA). The typical collimator selections were
500–1000-Sample-600–1800, and the final energy was fixed
at 14.7 meV. To reduce contamination from high-energy
neutrons, a sapphire crystal was placed before the sample.
A pyrolytic graphite filter was placed after the sample to
eliminate higher-order neutrons. Additional measurements
below 4 meV were performed at the cold neutron triple-
axis spectrometers HER installed in the Guide Hall of JRR-
3 and SPINS at the NIST Center for Neutron Research.
For each composition, a couple of single crystals with total
mass of 10–15 grams were coaligned and positioned so that
the scattering plane corresponds to (h, k, 0). Some results
for the x ¼ 0:4 crystal were reported previously [25].

For consistency, we will continue to index the scattering
in terms of a tetragonal unit cell with at ¼ bt # 3:81 !A,
although the symmetry is actually orthorhombic, with in-
plane basis vectors along [1"10] and [110] corresponding
to a0 and b0, respectively. Although we cannot resolve the

very small orthorhombic strain, we can distinguish the b$0
direction by the presence of superlattice peaks (at"0:2b$0)
corresponding to the modulation of the BiO layers. We find
that b$0 runs in a unique direction in each crystal (i.e., there
is little, if any, twinning), and we will see that this results in
a unique orientation of the IC spin fluctuations in the more
underdoped crystals.
Inelastic neutron-scattering spectra for the x ¼ 0:2 sam-

ple (p ¼ 0:12) obtained for an excitation energy of @! ¼
11 meV and a temperature of T ¼ 70 K are shown in
Figs. 2(a)–2(c). Scans A and B exhibit IC peaks split about
QAF in the [100] and [010] directions, while the transverse
scan C shows no structure. The pattern is identical to that
observed in the superconducting phase of LSCO [27] and
twinned YBCO [7,28]. The intensity at this and lower
energies is weak compared to that from LSCO for the
same p and mass, measured under identical experimental
setups, but, of course, the Cu mass fraction in Bi2201 is
smaller by a factor of two.
Related scans for the x ¼ 0:4 sample (p ¼ 0:06) are

shown in Figs. 2(d)–2(f); these were measured at @! ¼
4 meV and T ¼ 40 K using the SPINS spectrometer with
Ef ¼ 5 meV. Here we see that IC peaks are only present in
scan A0, which is along b$0, with no IC peaks along scan C0,
in the direction of a$0. Similar scans at @! ¼ 1 meV are
reported in Ref. [25], where the intensity is shown to fall
off with temperature in a fashion consistent with magnetic

TABLE I. Characterizations of the Bi2þxSr2&xCuO6þy crys-
tals. Elemental concentrations were determined by ICP-AES
and hole concentration p was determined from Hall effect
measurements.

x Bi Sr Cu p

0.2 2.173(1) 1.825(1) 0.989(2) 0.12(1)
0.3 2.282(3) 1.717(2) 0.992(4) 0.09(1)
0.4 2.376(1) 1.619(1) 0.992(2) 0.06(1)
0.5 ' ' ' ' ' ' ' ' ' 0.01(1)
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FIG. 1 (color online). (a) Electronic phase diagram of
Bi2þxSr2&xCuO6þy. The spin-glass transition temperature is
plotted by open circles. Tc data (filled circles) are from [39].
The dashed lines are guides to the eye. (b) Hole concentration
dependence of the incommensurability ! of low-energy spin
fluctuations in Bi2þxSr2&xCuO6þy (blue circles) compared with
results for LSCO (gray triangles) [27,30,31] and YBCO (open
squares) [7,28] (with p estimated from Tc via [40]). The dashed
line represents ! ¼ p.
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It is informative to consider the behavior at large doping.
Wakimoto et al.89) have studied the magnetic scattering from
La2!xSrxCuO4 with 0:25 " x " 0:30. At low temperatures, a
peak in the inelastic scattering is found at #6 meV; however,
the magnitude of the imaginary part of the dynamic

susceptibility, !00, decreases steadily to zero. As shown in
Fig. 16, they have found that the decrease in the super-
conducting transition temperature, Tc, is correlated with !00.

What happens to the signal? One possibility would be for
it to move to higher energy. The big question is whether the
weight remains at an energy scale of some tens of meV,
consistent with fluctuating local moments, or whether it
moves to electronic energy scales, on the order of eV. To test
this, new measurements at ISIS have looked for magnetic
excitations up to #100 meV in La2!xSrxCuO4 with x ¼ 0:25
and 0.30.90) They demonstrate a drastic reduction in
magnetic signal for h!! > 10 meV, with the signal at lower
energies consistent with the triple-axis work.89) Thus, the
correlation shown in Fig. 16 truly shows that superconduc-
tivity and local antiferromagnetism disappear together.
(Note that it is not practical to perform similar measurements
on YBa2Cu3O6þx because so far it has not been possible to
achieve such high doping levels.)

Muon spin-relaxation studies have shown, in several
cuprate systems, that there is a rapid decrease in the fraction
of normal-state charge carriers that participate in the
superfluid density as the hole concentration is raised above
20%.91,92) There have also been reports of percolative
behavior in over-doped samples based on magnetization
studies of the superconducting state.93) Such observations
have led to suggestions that over-doped cuprates are
characterized by electronic phase separation.92,93)

Fig. 16. Maximum of q-integrated !00ð!Þ at 8 K as a function of Tc for
overdoped La2!xSrxCuO4, from Wakimoto et al.89) The solid line is the
result of a least-squares fit to a linear function. The inset shows the
magnetic shielding measured in 10 Oe after cooling in zero field.
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FIG. 5. (a) Topograph, T (r), of a small region of the
LSCO film with p ⇠ 0.35. (b) Local density of states at
Vbias = 0 mV, g(r, Vbias = 0 mV), for the same field of view
as in (a). (c) Di↵erential conductance curves, g(r, Vbias), mea-
sured along the black arrow in (a) and (b). Select di↵erential
conductance curves, measured at the numbered points in (b),
shown in (d), (e), (f).

points, presented in Fig. 5(d)-(f). We see that there are
points where there is (1) a dip centered at zero bias, (2)
a peak at zero bias, and (3) a linear variation across zero
bias. Case (2), with a peak at zero bias, is suggestive
of the van Hove singularity that one expects to see at
the Lifshitz transition, as the hole-like Fermi surface at
smaller p crosses over to an electron-like Fermi surface,

which ARPES studies indicate to occur in an average
sense at p ⇡ 0.2 [63, 73–75]. Case (3), with a lack of
distinctive features, is compatible with expectations for
the metallic phase at p ⇠ 0.35 and beyond. The most
surprising case is (1), with a a symmetric dip about zero
bias, as illustrated in Fig. 5(d). The shape of the dip is
compatible with local superconducting correlations. The
peaks above and below the gap are at energies of±13 mV,
comparable to the energy scale of peaks observed by SI-
STM on superconducting samples of LSCO with x < 0.2
[55].
To summarize the SI-STM results, the electronic het-

erogeneity in this metallic, p ⇠ 0.35 LSCO film is con-
sistent with a spread in local hole concentration, with
some disconnected regions having the appearance of su-
perconducting correlations. Despite the spatial variation,
ARPES measurements show a well-defined Fermi surface
in Fig. 8.

VI. DISCUSSION

We have seen that measurements of magnetic suscep-
tibility and resistivity in LSCO x = 0.25 provide evi-
dence for isolated regions that develop local supercon-
ducting order at a temperature comparable to that of
Tc at optimal doping, whereas bulk superconductivity is
only established at a much lower Tc2 that is consistent
with previous reports for bulk superconducting order. As
mentioned in Sec. I, early work on bulk samples revealed
related behavior, especially that of Torrance et al. [3]
and Takagi et al. [4]. The tunneling conductance mea-
surements on the metallic LSCO film (p ⇠ 0.35) suggest
that, even beyond the superconductor-to-metal transi-
tion, regions with local pairing correlations may survive.
In order to compare with the theoretical analysis of

Spivak et al. [58] and Li et al. [59], we note that the
latter paper emphasizes that the combination of disor-
der and d-wave pairing lead to self-organized granularity.
We present a caricature of the evolution of such gran-
ularity with doping in Fig. 6, where the depth of color
is proportional to pair density. For p a bit below p

⇤,
the strongly-correlated grains overlap to form a continu-

p < p* p* < p < pc pc < p(a) (b) (c)

FIG. 6. Cartoon of spatial distribution of pair density within
a thin slice of bulk LSCO for (a) p < p

⇤, (b) p⇤ < p < pc, and
(c) pc < p. Dark (plum) indicates the highest pair density;
light (pink) indicates proximity-induced pair density; white
indicates regions where no pairs exist.

Y. Li et al., arXiv:2205.01702

Self-organized granular superconductivity 

near the superconductor-to-metal transition

Spivak, Oreto, Kivelson, PRB 77, 214523 (2008).

ZX Li, Kivelson, DH Lee, npj QM 6, 36 (2021).
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FIG. 1. Superconducting transition temperatures as a func-
tion of the doped-hole concentration in La2�xSrxCuO4 sam-
ples. The orange diamonds indicate onset of the Meissner
e↵ect in the single crystals, while the red squares indicate
where the in-plane resistivity goes to zero; lines through the
symbols are guides to the eye. The violet triangle indicates
the estimated p for the metallic LSCO thin film, which had no
bulk superconducting transition above 4.2 K. The gray line is
the behavior of Tc vs. p assumed in [13], with a form similar
to that proposed in [61]. The gray circles correspond to single
crystals studied in [10].

conductivity, while there is a sharp increase below Tc2

as the magnetic shielding grows rapidly to include the
entire volume. For the metallic, non-superconducting
LSCO film doped beyond the superconductor-to-metal
transition, spectroscopic-imaging STM (SI-STM) mea-
surements provide evidence of residual, isolated regions
with a response suggestive of pairing correlations at low
temperature.

We also present measurements of the incommensurate
antiferromagnetic spin excitations for the x = 0.25 crys-
tal. From the change of the dynamic susceptibility with
temperature, we identify a spin gap that, compared with
Tc2, is much larger than what one finds near optimal dop-
ing [62]. We argue that this is evidence that the local su-
perconductivity is driven by correlated domains, and that
the transition to bulk order requires the induction of su-
perconductivity in the intervening less-correlated metal-
lic regions by proximity e↵ect [58].

The rest of the paper is organized as follows. In the fol-
lowing section, we describe the sample growth and char-
acterizations, as well as the methods for measuring super-
conducting properties and the spin excitations. The mag-
netic susceptibility and resistivity results are described
in Sec. III, followed by a presentation of the inelastic
neutron scattering results in Sec. IV. SI-STM measure-
ments are detailed in Sec. V. Further discussion of the
results, their significance, and remaining questions ap-
pears in Sec. VI.

II. MATERIALS AND METHODS

A. Sample growth and characterization

The present LSCO x = 0.25 crystal was grown by the
same procedure used for two recently-studied x = 0.17
and 0.21 compositions [62, 63]. A floating-zone fur-
nace equipped with two ellipsoidal mirrors was used to
grow the single crystal at a velocity of 1 mm/h under
an air flow rate of 0.5 l/min. For each composition of
La2�xSrxCuO4, the feed rod was prepared from powders
of La2O3, SrCO3 and CuO (99.99% pure), combined in
their appropriate metal ratios, together with 1% extra
CuO to compensate for loss due to evaporation during
crystal growth. The combined powders were treated by
a repeated process of grinding in an agate mortar fol-
lowed by calcination at 980 �C (first round) and then
1050 �C. The pressed feed rods were sintered for 72 h at
1300 �C in air. Each grown crystal rod was annealed in
pure O2 flow at 980 �C for 200 h, followed by furnace
cooling (which takes several hours). The temperature-
dependent crystal structure for the x = 0.17, 0.21, and
0.25 crystals was determined by neutron di↵raction, as
described in App. A. A crystal with x = 0.29 was grown
and annealed in a similar fashion.
To explore higher doping, an LSCO thin film was

grown by oxide molecular-beam epitaxy (OMBE) in the
OASIS complex [64]. The film, with a thickness of 10 unit
cells along the c axis, was synthesized on a LaSrAlO4

substrate by depositing La, Sr and Cu, which were se-
quentially shuttered to form the LSCO layer by layer in
the presence of ozone. The ozone partial pressure was
kept constant during the synthesis at 3⇥10�5 Torr, with
the substrate temperature held at Ts = 650 �C. Mutual
inductance measurements on the film later confirmed the
absence of a superconducting transition down to 4.2 K.
The nominal Sr concentration is x = 0.4, but a sepa-

rate characterization is needed to determine the doped-
hole concentration p, given uncertainty in the oxygen sto-
ichiometry. This was accomplished by transferring the
sample in vacuo to the angle-resolved photoelectron spec-
troscopy (ARPES) chamber. As discussed in App. B, the
ARPES measurements yielded an estimated hole concen-
tration of p ⇠ 0.35. The sample was then transferred
in vacuo to the STM chamber, where the spectroscopic
imaging measurements were subsequently performed at
T = 9 K.

B. Magnetization and transport

To measure the temperature dependence of the magne-
tization of the LSCO x = 0.25 sample, two small crystals
were prepared, one each for field parallel and perpendic-
ular to the c axis. Each crystal had the shape of a square
plate, with sides of dimension 3 to 5 mm and plate thick-
ness of 0.5 mm, oriented so that one of the long axes was
parallel to the applied magnetic field. The volume mag-

4

FIG. 2. Results for the LSCO x = 0.25 crystal. (a) Volume susceptibility measured after zero-field cooling (ZFC) as a function
of temperature in a magnetic field of 0.2 mT applied parallel to the c axis (filled circles) or perpendicular to the c axis (open
squares). (A constant value of 1⇥ 10�5 has been subtracted from M/H to accommodate plotting on a logarithmic scale, and
magnitude has been corrected for the demagnetization factor.) (b) Same as (a) but for field-cooled (FC) measurements. (c)
In-plane resistivity in zero magnetic field; bold dashed line indicates normal-state trend. (d) In-plane resistivity over a larger
temperature range. Vertical dashed lines denote two characteristic temperatures: Tc1 = 38.5 K is the onset of diamagnetism
and Tc2 = 18.0 K is the point at which the resistivity goes to zero (and bulk magnetic shielding onsets).

netic susceptibility (defined as � = M/µ0H, where M

is the volume magnetization in Tesla, µ0H is the exter-
nal magnetic field in Tesla) was measured in a Quantum
Design Magnetic Properties Measurement System with a
SQUID (superconducting quantum interference device)
magnetometer. The results, corrected for the demagne-
tization factor, are plotted in Fig. 2(a) and (b).

Transport measurements were carried out by the four-
probe in-line method on a crystal oriented to determine
the ab-plane resistivity, ⇢ab, in a 14 T Quantum Design
Physical Properties Measurement System. The current
contacts were made at the ends of each crystal along the
long direction to ensure a uniform current flow through-
out the entire sample; voltage contacts were made in di-
rect contact with the ab-plane edges. The results are
presented in Fig. 2(c) and (d).

The magnetization and resistivity results were repro-
duced on a second set of crystals. Similar measurements
have been performed on crystals cut from the LSCO
x = 0.17, 0.21, and 0.29 samples, and they will be pre-
sented in detail elsewhere [60].

C. Inelastic neutron scattering

To describe the neutron scattering from the crystals,
we will use the notation of the orthorhombic cell, with
a ⇡ b ⇡ 5.32 Å, c ⇡ 13.2 Å. Momentum transfer Q and
reciprocal lattice vectors will be expressed in reciprocal
lattice units (rlu), (2⇡/a, 2⇡/b, 2⇡/c). In these units, the
AF wave vector corresponds toQAF = (1, 0, 0) [or, equiv-
alently, (0, 1, 0)].

To characterize the antiferromagnetic spin correlations
in the LSCO x = 0.25 sample, inelastic neutron scatter-
ing measurements were performed on the HYSPEC in-
strument at the Spallation Neutron Source, Oak Ridge
National Laboratory. The sample consisted of 5 co-
aligned crystals with a total mass of 32 g, oriented to
have the c axis vertical, perpendicular to the scattering
plane. It was mounted in a pumped-He cryostat, to allow
a base temperature of 2 K. All measurements were per-
formed with an incident energy of 27 meV and a chopper
frequency of 300 Hz. To put the scattered intensity in ab-
solute units, the data were calibrated to measurements
on a hollow vanadium cylinder.

x = 0.25

Y. Li et al., arXiv:2205.01702
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Figure 21. Cartoon summary of changes in various properties with overdoping. Each column corresponds
to the hole concentration listed above the top row of panels. Top row: spatial distribution of charge (medium
gray; blue online) and spin (dark gray; red online) densities in real space. Stripes indicate strong correlations,
even in the absence of static order. Second row: spin response in the form of χ ′′(Q, E) for Q = (h, 0.5, 0).
Third row: Fermi surface as indicated by A(k, EF) measured by ARPES. Bottom row: coherent SC gap
along one quadrant of the Fermi surface, as a function of cos(kxa) − cos(kya).

correlations within individual charge stripes well above Tc; however, these are quasi-1D corre-
lations that cannot order and that are difficult to detect directly. Superconducting correlations
require phase coherence among neighboring charge stripes. Once this local phase coherence
develops, there is a superconducting grain that is detectable. The bulk transition is limited by
the development of phase coherence among many such grains.

5.4. The overdoped regime
To discuss the changes on increasing p into the overdoped regime, it is convenient to start with an
interpretive summary, shown graphically in Figure 21, and then consider the experimental results

JMT, Adv. Phys. 69, 437 (2020)
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Charge Modulation

0
0 4 8

Spin Modulation

0

Figure 1. Cartoon of bond-centered charge and spin stripes as alternating doped and undoped 2-leg ladders.
Arrows indicate ordered magnetic moments on Cu atoms (circles), with color changing between antiphase domains.
Blue intensity indicates hole density (with white = 0) on O sites (ellipses). The empty circles indicate the lack of
magnetic order on the charge stripes; the magnetic moments on the charge stripes are dynamic.

superconductivity is observed around a QCP associated with ferromagnetism [15–17],
charge-density-wave order [18–20], or even antiferromagnetism due to RKKY coupling
of f -electron moments [15, 16]. It is the soft quantum fluctuations of the dying order
parameter that drive the electron pairing in the vicinity of a QCP [21]. For cuprates,
there have been theoretical proposals for a QCP associated with antiferromagnetic [22],
charge-density-wave [23], current-loop [24], d-density-wave [25] and nematic [26, 27] or-
ders.
A problem with the QCP scenario is that it tends to imply a large density of coherent

carriers at high temperature, with a transition at a doping-dependent temperature T ⇤ to
a “pseudogapped” state. There is no experimental support for such a high-temperature
phase; the depressed density of states occurs over a large energy scale and involves largely
incoherent states, as will be discussed. Furthermore, there is no evidence for a phase-
transition-like onset of a pseudogap on reducing temperature.
As emphasized by Anderson [28], the superexchange interaction J underlying the an-

tiferromagnetism in the parent cuprates is a very short-range e↵ect driven by U ; it has
nothing to do with Bloch states. He also proposed that the two large interactions J and
U should dominate the electronic and magnetic properties of cuprates [29]. While I agree
with this idea, there is still the trick of how to explain the details. Anderson proposed
that the two-dimensionality and minimal spin S = 1/2 of the Cu moments would enable
quantum fluctuations to overwhelm the usual ordering tendencies, resulting in a resonat-
ing valence bond (RVB) state [13]. The pairing of Cu moments in singlets would somehow
lead to pairing of mobile carriers when holes were introduced. While this concept has
motivated much work by many theorists [30], some features of the mean-field analysis
disagree with experiment. For example, while the idea that singlet-triplet excitations
provide the pairing scale [31] is a good one, this energy does not continuously rise to its
maximum value at zero hole doping.
To make the connection between superexchange and pairing, we need to take account of

another insight. Emery and Kivelson (and coworkers) [32] pointed out a tendency towards
phase separation (and real-space segregation of holes and spins) when holes are intro-
duced into the antiferromagetic insulator, as described in a simplified variant (t-J model)
of the Hubbard model; such large-scale segregation is possible because of the neglect of
long-range Coulomb interactions. Inclusion of those interactions in an e↵ective model
provided evidence for periodic patterns of hole-rich and hole-poor (antiferromagnetic)
patches [33–35], including charge and spin stripes (see Fig. 1).2 With the experimental
discovery of stripe order in one specific cuprate family [40], a model of superconductivity
based on stripes was proposed [41]. An assumption of this model was that the magnetic
spin gap needed to induce pairing correlations within the charge stripes would come from
the hole-poor spin stripes [42]; that assumption appears to be incompatible with static

2Earlier Hartree-Fock and related calculations had provided solutions of charge and spin stripes [36–39]; however,
the charge stripes were always insulating.

4

Snapshot of low-energy spin correlations:

Spin gap on charge stripes

sets limit on pairing scale

Spin gap on spin stripes

limits the coherent gap scale

Cuprate superconductivity:   Can’t live with stripes,

                                              Can’t live without stripes.
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