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TYPICAL VS. ATYPICAL







BEYOND GAUSS...

- i.i.d. entries

- rotationally invariant
• Classical Wishart and Jacobi : TW
• Critical Ensembles [Claeys, Its and Krasovski (2009)] : gen. TW
• Disordered Ensembles [Bohigas et al. (2009)] : transitions
• Lévy-Smirnov ensembles [Wieczorek (2002)]

• All moments are finite [Soshnikov (2004)]: TW
• Power-law decay 



THE CAUCHY ENSEMBLE

3 interesting properties...



Free Random Lévy Matrices [Burda et al. (2000)]







How to determine the typical scale with N?





Half-Hilbert 
transform



[ Paveri-Fontana and Zweifel, 1994 ]
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Conclusions
• Cauchy ensemble: density of eigenvalues falling off as a 

power law
• Few results available for largest eigenvalue of rotationally 

invariant ensembles
• 3 regimes: central (scaling) + 2 large deviation tails
• Central regime: scaling analysis of a result by Witte and 

Forrester
• Left large deviation tail: Coulomb gas approach
• Right large deviation tail: simple ‘tail-of-the-density’ 

argument

Thank you.



OUTLINE
First Part: Old Tricks

Second Part: New Dogs

i) The old days... RMT in nuclear physics
ii) 4 applications

• Riemann hypothesis
• Vicious brownian walkers
• Covariance matrices of financial data
• The longest increasing subsequence problem

i) Rare events and linear statistics
ii) How many eigenvalues of a random matrix are positive?



from a talk by Alan Edelman (MIT)



John Wishart

Eugene Wigner Freeman Dyson



Hamiltonian (total energy) of heavy 
nuclei: hopeless task! 

The Hamiltonian in a given basis is just a HUGE matrix.... 

BUT.....

Idea: take the matrix entries at random... 





Random Matrix Theory = 
Randomness + Symmetry

N = 5

Semicircle Law



Typical questions:
(i)   Density of eigenvalues
(ii)   Gaps between adjacent eigenvalues
(iii)   Distribution of individual eigenvalues (e.g. largest)
(iv)   Probability of rare events in linear statistics



Level Repulsion Confinement

Strongly Correlated Random Variables!!



Level Spacings: universality 





...it is very probable that all roots are real. One would, however, wish for a strict 
proof of this; I have, though, after some fleeting futile attempts, provisionally put 
aside the search for such, as it appears unnecessary for the next objective of my 

investigation.









Random Covariance Matrices



Debate:  is the bulk of the stock market correlation matrix 
just pure noise?



LARGEST EIGENVALUE







SUMMARY

• Eigenvalues of random matrices: strongly correlated
• Level Repulsion
• Tracy-Widom distribution: analogue of Gaussian distribution 

for correlated random variables
•Zeros of Riemann zeta have the same statistical properties as 

the eigenvalues of Gaussian matrices
• Non-intersecting Brownian bridges
• Wishart matrices: covariance matrices of random data



SECOND PART

Probability of rare events in linear statistics

“Lies, damned lies, and statistics.” 





LINEAR STATISTICS
Random Variables

Question: what is the distribution of A for large N?

Independent Correlated

Central Limit Theorems ?



The first rigorous results concerning large deviations are due to the Swedish 
mathematician Harald Cramér, who applied them to model the insurance business. 

From the point of view of an insurance company, the earning is at a constant rate per 
month (the monthly premium) but the claims X_i come randomly. 

For the company to be successful over a certain period of time (preferably many 
months), the total earning should exceed the total claim. 

Thus to estimate the premium you have to ask the following question : "What should 
we choose as the premium q  such that over N  months the total claim C = \Sum_i X_i  

should be less than Nq  ? " 
Cramér gave a solution to this question for i.i.d. random variables

What if the random 
variables are strongly 

correlated?







•

A particle moving in a 
N-dim. landscape

Spin and structural glasses, Gaussian fields  [Bray and Dean, 
2006],  String landscapes  [Aazami and Easther, 2006], Random 
Energy Landscapes and Glass Transition [Fyodorov, 2004]....

Stationary points: maxima, 
minima and saddles

Hessian matrix

Eigenvalues of Hessian matrix determine the nature of the stationary point



RANDOM HESSIAN MODEL
Draw the elements of the Hessian matrix independently 

at random

It belongs to the GOE 
of random matrices

The index distribution (number of positive eigenvalues) 
provides information about the typical stability pattern 

of a Random Hessian model

Most of the stationary points are saddles!





GAUSSIAN MATRIX NXN

N = 5

Real Symmetric or Complex Hermitian or Quaternion self-dual : 
eigenvalues are real

The index



Joint probability
density of 

eigenvalues

Probability distribution of linear statistics  
[Chen ’94 - ’98
Forrester ’98
Beenakker ’93

...........]

Canonical weight of an 
auxiliary thermodynamical 

system



WHAT IS KNOWN? 2 SCALES IN THIS PROBLEM

0 N/2 N

[Dean and Majumdar (2006)]

N!

Prob!N!" [Cavagna et al. (2000)]



TYPICAL VS. ATYPICAL FLUCTUATIONS: A PUZZLE?

Peak

Tails



MAIN RESULT FOR LARGE N

in agreement with
Cavagna et al.

in agreement with
Dean & Majumdar



Task: evaluate this integral for large N by mapping it to 
a Coulomb gas problem

         is the canonical partition function of an 
auxiliary Coulomb gas with an extra hard constraint
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PHASE TRANSITIONS IN THE CONSTRAINED GAS

?

[Dean and 
Majumdar 
(2006)]

[Dean and 
Majumdar 
(2006)]

Partition 
Function



where

Saddle point of the free energy: equilibrium density of the fluid



SOLVING THE SADDLE-POINT EQUATION

Inverse 
Electrostatic 

Problem 

[Brezin et al.   1978]

New! 
Iterated single-

support solution
by Tricomi (1957)

Phys. Rev. E 83, 041105 (2011)
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IN SUMMARY...

where

and



Some numerics...



SUMMARY
• Any matrix coming up in your research? 

Randomize! (and come to my office later...)

• Strongly correlated random variables
• Ubiquity - Universality of local statistics
• Rare events for strongly correlated random 

variables ---> exactly solvable cases!
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Thank you.


